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When choosing the right set of tools becomes like

shopping for groceries. — The Psychological challenge
of “Over Choice” for DevOps Practitioners

« Some analysts estimate 20-50 different tools used
by DevOps Engineers per day, although this has not
been comprehensively studied -- it may be more!

* Increased competition for Telco customers means

time to market is more important than ever for
DevOps Teams.

In DevOps, Less Choice can be
Better!

Aldi Food Market Grocery Store" https://wordpress.org/openverse/image/37007ba3-0dcc-4683-917f-2002882ce7c8/
by JeepersMedia is licensed under CC BY 2.0. To view a copy of this license, visit

https://creativecommons.org/licenses/by/2.0/?ref=openverse. 8 January, 2015.
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It's easy to lose R (0 The System deploymentsysiem Bl | | Mantaining logacy
ola %ompfn?tr;yt ! components are {d) The Lagacy Software | focusing on highest-
; omplexi R0 el difficult to arran jori
track of what the § poviem. GO o relable s
) _-‘-_‘t 4 % o A patterns.
COore Issues are ;
while In the day-

t O- d ay (b) The tc |

For voice ~ Rt ‘1 ‘& ' %

communcations, o e Enforcing the
; (e) The Temporal
Reauirement FCC requirements Sunchiailer syncronous order of
eg’: :1 :1 g sets guidance at yProbIem b CI/CD and Delivery
o 100ms average Tasks over time
latency limit.
Continuously

In 2021, more than monitoring the
(c) The Dynamic 50 CVEs were (f) The Observeability health and
Security Problem publically disclosed Problem performance of
on average per day. Deployment System
KPls
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A GitOps Architecture for Unified Deployment System

OpenStack + Kubernetes Proof of Concept

1. Web-Scale Application Deployment
 Distributed
« Scalable
 Resilient

2. VolP-Stack Deployment
« S|P-Based
« Totally Open Source

« Multi-Component with
Dependencies

“Hardware != Software, Unfortunately” — Some Data Center Engineer, Somewhere

"Data Center" https://wordpress.org/openverse/image/1d6bfdee-cfed-4ea8-948f-bcf78f5071ff/ by
bandariji is licensed under CC BY 2.0. To view a copy of this license, visit
https://creativecommons.org/licenses/by/2.0/?ref=openverse. 8 June, 2007.
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Why Use GitOps? Example Architecture - GitOps usage

DevOps practices are too distributed.

* GitOps organizes declarative
manifests into effective

organizational units.
GitOps Operator -- Git State

«  GitOps Operator continuously Honrerganss veiG s Liskner
attempts to converge git state

with Kubernetes state. 0 i BN o
« Kubernetes operators pick up g S
changes as a set of attributes

that get processed in a
“Reconcile Loop’.

with Operator Design Pattern:

Reconcile Loop -- Eventual Custom Resource State

Kubernetes Custom Resource Convergence via Automation:

Change Event Attributes:

Kubernetes
Resource Event
Type

Kubernetes

Resource
Specuficatlon
Reconcile :
Cemme o Desired State
Loop
Kubernetes
Resource State

Kubernetes CRD
Specification



https://commons.wikimedia.org/w/index.php?title=File:Git-logo.svg&oldid=629775061
https://creativecommons.org/licenses/by/3.0/
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Open Container o .
ConcourseCl Triggers on Image Storage Su PPO rt for:
Application Repository e Containers
Changes that are Pulled
O on a Time Interval « VM Images
VM Image o i i
glt " Binary Files

« All tools used are

‘ Application

Binary Storage of Open Source
ConcourseCl and free.
ipli ificati uilds, and Purshes
Piplines Specifications Build / Validation to Build Storags

Specification Stored Interfaces

: o « ConcourseClis
iInterchangeable
with other open-
source

Platform Unification for Common Cl Tasks alternatives.
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Git-User Interface  ClICD GitOps Systems Infrastructure & Application Delivery
Implementation

Custom Resource

New Commits to Feedback < B ;
Git Read by Reported back to Manifest Changes Processed by
ArgoCD and Argo Operators Kuberenetes Operators

implemented via
Helm/Kustomize

Openstack
Kubernetes

!

o Argo Deployment Operator(s)
glt Bl  ArgoCD/Argo Tt
Specification
Workflows Cloud-Native
Kubernetes
Operator(s)
ArgoCD/Argo Argo Deployment
Status & Events :
Workflows Ul Reported to Ul Kubernetes-Native

Operator(s)
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(a) Pods in
Kubernetes that . e
handle OpenStack Kube-l;LaeetZg-CRD VinyIDNS Operator 'ﬁ;ﬁfc:r%n;?:f::
computationally- Operator Pod : Pod 9 P dp
separated Provider 0
deployment logic
(b) Cor!trdoflg;s / Traefik JetStack
manage individua - e
resources via CRUD —J» geattstzilck KubernetesCRD (\!I nytID';IIS Cwelrtlflcate
Platform API ontroller Controller ontroller anager
Interfaces. Controller
Triggers
Traefik-Heatstack- Triggers
Listener 99
(c) Listeners process
changes to controlled
resources so that .
other controllers can |_y,. VinyIDNSDeployment Triggers
respond to those -Heatstack Listener
changes (inter-pod
asynchronous
communication).
Certificate-
VinylDNSDeployment Triggers
Listener

© 2022 Society of Cable Telecommunications Engineers, Inc. a subsidiary of CablelLabs | expo.scte.org 8



Openstack Operator High Level Architecture

(a) Pods in
Kubernetes that
handle
computationally-
separated
deployment logic

(b) Controllers
manage individual
resources via CRUD
Platform API
Interfaces.

(c) Listeners process
changes to controlled
resources so that
other controllers can
respond to those
changes (inter-pod
asynchronous
communication).

© 2022 Society of Cable Telecommunications Engineers, Inc. a subsidiary of CablelLabs |

OpenStack
Operator Pod

Heatstack
Controller

Triggers

Traefik-Heatstack-
Listener

VinylDNSDeployment
-Heatstack Listener

Certificate-
VinylDNSDeployment
Listener

SCTECABLE-TEC .-~

EXPO22

SEPTEMBER 19-22 - PHILADELPHIA, PA

JetStack Certificate

Traefik .
VinyIDNS Operator Manager Operator

Kubernetes-CRD
Pod Pod

Provider

Traefik JetStack
VinyIDNS Certificate
KubernetesCRD
Controller ELET [Ty
Controller
Controller

Triggers

Triggers

Triggers

Zooming in on HeatStack Controller Design...

expo.scte.org



GCitOps & HeatStack Controller Architecture

-p
Reconcile
Loop
(a) Argo Pulls
Commits:

Git
Commits

ArgoCD
Controllers

Kustomize with
Kubernetes

Heatstack CR |

I
(b) Creates, Updates, Deletes 3 Kubernetes
Resources:

Heatstack

H 1
Configmap (c) Heatstac.

—> <

Heatstack
Controller

SCTECABLE-TEC -

EXPO22
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(d) Heatstack Controller
Reconcile Loop Invokes
OpenStack APIs, and Loops on
Time-Interval until Deployment
Success or Error Condition:

(e) Creates, Updates,
Deletes Openstack
Resources using HOT Apis:

Openstack
VMs

Openstack
Networks

Openstack
Volumes

Cammes 4 OpenStack

Updated
Heatstack CR
Status

(f) Updates Heatstack CR Status and Node
Replica Information (IP Address, Hostname,
ect)

k Controllers

Listens for Changes to:

Openstack

Provider CR
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Scaled Rollout w/ Application Grouping Example:

« Methodologies Explored

Blue-Green
Canary
Scaled Rollout

« Two Key Variables

Num-Instances per App-

Group
Weight (Traefik LB WRR) per

App-Group

Application-A
HeatStack CR

Numilnstances=
0, Weight=0

Application-A
HeatStack CR

Numlnstances=
7, Weight=10

Application-B
HeatStack CR

Numlnstances=
7, Weight=1

Application-B
HeatStack CR

Numlnstances=
4, Weight=1

Before

After



b A B r
. ' ® o sCTE CABLE-TEC .

Advanced Deployment Me'tﬁoo@ogﬁes Web Stale S EXPO®22'-
. ,

SEPTEMBER 19-22 - PHILADELPHIA, PA

Total Queries / Second Average Between A And B Services -

App Group
Queries %

== sum(rate(pjae_http_requests_total{job="argo-workflows-poc" path="/v1/version", instance=~".+test-b.+"}[1m0s])) == sum(rate(pjae_http_requests_total{job="argo-workflows-poc" path="/v1/version", instance=~".+test-a.+"}[1m0s]))

Total Queries / Second Average Between A And B Services

Counts per App
Grouping

(==

16:17:15 16:17:30 16:17:45 16:18:00 16:18:15 16:18:30 16:18:45 16:19:00 16:19:15 16:19:30 16:19:45 16:20:00 16:20:15 16:20:30 16:20:45 16:21:00 16:21:15 16:21:30 16:21:45 16:22:00
== sum(rate(pjae_http_requests_total{job="argo-workflows-poc",path="/v1/version", instance=~".+test-a.+"}[1m0s])) == sum(rate(pjae_http_requests_total{job="argo-workflows-poc",path="/v1/version", instance=~"+test-b.+"}[1m0s]))
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Jambonz CPaaS API

« End to End VOIP Stack Deployment Using
ArgoCD/Argo Workflows & OpenStack Operator:

« Packer CI Component Used to build Images for FreeSWITCH Audio/
FreeSWITCH FreeSWITCH Video Conference
VOl p StaCk Voicemail Server Call Feature Server Cerver

» Usage of GitOps OpenStack Operator to Deploy

all the components listed to the right
 Argo Workflows used to orchestrate deployment

Kamailio SIP Proxy

tasks with dependencies captured in a DAG Kamailio SIP Proxy
Load Balancer

Load Balancer

(Directed Acyclic Graph)

U Openstack VIP
Deploy Deploy Deploy Deploy
FreeSWITCHes Kamailio VMs Openstack VIP Kamailio HA
. Deploy
Jambonz VM
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Unifying Strategy 2 Projected Benefits:

« Operator Design Pattern
« Complex Logic
« High Investment

« Argo Workflows Design Pattern
« Simple Synchronous Changes
. Low Investment

e Resource Savings using Unified Platform Approach: Human Resource Efficiency
. Web-Scale Deployment On OpenStack with Traefik
. Without GitOps Automation: 1 Work Day Average
. With GitOps Automation: 2 Minutes Average

. VolP Stack Deployment on OpenStack
. Without GitOps Automation: 1-~2 Week Average
. With GitOps Automation: 30 Minutes Average
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