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Infrastructure Needs For Convergence

Service Assurance / SLA
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In Focus

Backhaul: Multiple
services, one network

Fiber: End-to-end fiber—
NO coax

Data: Transmission
mechanisms, L2/L.3

Control: organizational
structure

Service Assurance /
SLA: ensuring service
expectations.
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Convergence and Network Slicing

Digital ACCESS _
« From theory to practical

Video . .
Docsls | Residential implementation.
Cloud CORE Packet NETWORK _URLL HEC
Small Cell
e + Follow up on SCTE 2020
CCAP SMB ___ BUEliEsEy paper: Framework For
Video Video /\  sia1 Convergence Of Services On The
sag  Enterprise MSO Network Using The
o _URLL % 100-800G % 100-400G %  emss Fiber Principles of Network Slicing.”
Mobile
MEF . sl Agregation Aggregation Aggregation Vides « Applicable to services and
A AT Resdenti subservices.
BNG DATA . emsB
URLL PON

Small Cell

SMB  Business Serv.
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Domains and Slices

Network Function

Core Domain Network Domain Domain Access Domain Network slicing is an
: : NF 1 _Ag Q‘ end-to-end
/ Slice B1 - | % combination of slices
Slice 1A 4 Slice B2 - / @3 \év(;trg IaﬂI nsSepa rate
Slice 2A Slice B3 NF 4 — ggg g B
[T o
. Slice B4 N Eh;l % ' '
Slice 3A < e : - ; This work is focused
| @) L& on the slices for the
Slice B5 \ NE 7 _— A nnnn

network domain.



Network Organization
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SLA

\ 4 v

, Service A
(3 Core , —]_I: Access Agg | ]
. Networ (FlexE)

(SR) 1 Service B ]

Service
Cores

Transition
Map

Service C ]

Life of SLA

Access Network: Aggregation (L2 tools) - hard slicing
Transition Map: mapping across boundaries.
Core Network: distribution and routing (L3) - soft slicing
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Hard Slicing: Flexible Ethernet
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Specification: Shim layer (OIF-FLEXE-02.0-1) on IEEE 802.3
Relation mechanism for Ethernet signals of various rates.

Shim layer disassociates client rates to transmission PHY and rate. Allows for multiple
types associations between client and transmission signals.
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FlexE Clients and Group

FlexE Group
() a——)
C—) ()
= n
L S < =2 |G FlexE
m
Clients ) % Clients
> .
m—)| - 3 |[(e—)
() a——)

« Multiple clients, of varied rates map onto signal in a FlexE group.

* FlexE group can have multiple signals.

 No 1-1correspondence of number of clients and signals in FlexE group
« No 1-1 correspondence of client rates and FlexE group rates



FlexE Shim Layer
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Client / FlexE Client / FlexE Client / FlexE Client / FlexE
Clock Transition Clock Transition Clock Transition Clock Transition
66b Block distribution
FlexE Calendar
FlexE
l l l Shim
Sub Sub Sub Sub
Calendar Calendar Calendar Calendar

FlexE
66b Interleaver e o o o o 66b Interleaver Group

FlexE Channel
100 — 400 Gb/s

FlexE Channel
100 — 400 Gb/s

FlexE shim layer is a TDM calendar that normalizes clocking and inserts and deletes
data blocks according to policy. Clients at 10, 25 or 40 Gb/s, FlexE group at 100 - 400
Gbps.
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Calendar and sub-calendar

Length 20n Sub-Calendars

-------------------------------------

Length 20n Calendar

10G FlexE Client 25G FlexE Client

oG or 256G calendar slots.

No slots grouping calendar and sub calendar
Client signals disbursed throughout calendar
Sub-calendars for sake of smooth transmission
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FlexE Functions

s Toper ! s | Bonding combines multiple physical links into

FlexE Clients

a single higher speed link

Router DWDM

Example combines 2x100G physical links into a 200G datapath

FlexE Group

Sub-rating downsizes the physical rate to
match the actual client rate

S8 Ix2ld

FlexE Clients

Example sub-rating of a 75G client into a 100G physical interface

FlexE Group

K=
Channelization enables different data path
rates to be mapped onto a common interface

FlexE Clients
S8y Ixal4

~
(&)]
(0]

Example ‘channelizes’ a 100G physical link
to support two smaller (25G & 175G) clients



Segment Rouging IDs (SID) \
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SR breaks topology into
segments. (SID)s

Near neighbor segments

 Lave local segment
identifiers. E.g. (AB)

Multiple hop segments

* (Global segment
identifiers. E.g. (AC)
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Local SID Transmission
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(AC)

Ra Rs
I{AF) }BE) I(CD)

* Route of signaling embedded into packets, via label stack on MPLS or IPv6 headers.

Local SID(s) Path A > F

@R @Rc @Rp @Re @Rr

Payload Payload Payload Payload

Payload Payload

« MPLS more common, takes advantage of other mechanisms of MPLS.
« Ateach stop the label is simplied, until destination is reached.
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Global SID Transmission
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Global SID(s) Path A > F

Ra Rs

I{AF) }BE) I(CD)

RF Re

Ro
Payload Payload
A A

@Rc @Rp @RE @ReF

Payload Payload Payload Payload

Eg. Mix of local and global SIDs



SR - Control Plane Options
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* Route determination done two ways. SR Control Plane
Local PCE, Central PCE

« Central PCEis best to maintain
SLAs with limitations beyond basic
telemetries and need a global view.

 Sijtuational awareness is for LOCAL PATH CENTRAL PATH
guidance that that is deterministic HelAlL Tz ENER2 COMPUTE ENGINE
but outside the realm of common
networking parameters. J TeIemet.ry based . Telemet.ry based
calculations calculations

e Situationally
aware
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Domain transition via Transition Map
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Transition

= Route1 <. Map .- » cMBB
@ (AB) (80) @ Route 2 <" e > uRLL - N
C/.)) Route3 = . - MioT ,
. ‘[m Iae; [{cm ............... Residential |
Service Route 4 . ................ v DOCSIS 4/{ YR
Cores @ & @ el @ Route 5« el » VIDEO ‘

(01 Route6 «~ ™ ~ SMB

« Putting FlexE and SR together. FlexE in aggregation, SR in transport.
« L2in Access /L3 in metro-core.

« Atransition mapping is needed between FlexE and SR, (FlexE channels and SR flows).



Planned Laboratory Setup
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U
Headend @9\ Hub / IXIA
k

FlexE

O-RAN RRH
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Compute
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* NFVI, fabric and Router hop layout part of a more
general set up.




Actual Laboratory Setup

Headend

Microsemi

IXI1A

DHCP
Server|
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IXI1A

erminatg
VPNs

LSR#1
Initiate
DOCSIS L2V
L3VNP for oth

Congestion

—  IXIA

Bad Actor

DAA DOCSIS 7>

* Ixia traffic generator mimics all non-native residential MSO traffic.

Bad actor traffic FlexE
Bad Actor traffic SR

]

]

E RPD/RMD
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FlexE Settings

Service Type FIeZ(GIEbC;rSc;up FlexE Channel (Gbps)
B2B - A 5
BZB = B 5 4G/5G
B2B
4G/5G 100 5 B i ot N
Bad Actor
DAA - DOCSIS 5
Bad Actor — FlexE* 75

« ¥ Bad actor = user attempting to exceed their SLA agreement
* FlexE Channel = assigned constant throughput rate.
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FlexE Results with Bad Actor

B2B - A 2G 2G
B2B - B 3G 3G
4G/5G 4G 4G
DAA - DOCSIS 25Mbps 25Mbps
Bad Actor 90G 75G

* FlexE segment with "bad actor” at 20G at ingress, but only 75G throughput as
expected from FlexE channel settings.

« No effect on other channels.
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Service Type DSCP MPLS EXP SR CIR m

B2B-A 0 (Routine)

B2B - B 24 (Flash) 3 3G
4G/5G 46 (Critical) 5 4G
DAA - DOCSIS 32 (Flash Override) 4 200Mbps
Bad Actor — SR 1 (Priority) 1 200Mbps

IP QoS expressed in SR domain:

OG (no burst)

« MPLS Experimental (3) Bits has uses 0-5 typical priority options, in rising order of priority.

IP DSCP has 6 usable bits, first three set to match MPLS EXP.

CIR is committed information rate, Guaranteed rate from SP to a given circuit.

EIR provides burst capability. EIR = Link bandwidth - CIR
At 10G interface for first SR hop.
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SR CoS Results with Bad Actor

B2B - A

2G 2G
B2B - B 6G 3G
4G/5G 4G 4G
DAA - DOCSIS 25Mbps 25Mbps
Bad Actor 10G 800Mbps

« Bad actor trying 10G throughout with only 200Mbps CIR. 800M with left over burst
capacity.

« No other channels affected.
e Rx ~10G. DOCSIS small bandwidth in noise.
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