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IP analytics market problem c. 2005
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Today: Deliver QoE customers want, with economies SPs need E

Access IP core Internet and Cloud apps
delivery networks and services
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New challenge
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SENES I“E‘.E CABLE-TEC

The evolution of IP network analytics Ep

Internet supply chain and “caller

Network telemetry Enterprise data id" for cloud apps/services

o ® 3 40

OSS/BSS Customer care Support &

Routers billing @
LA [

Datacenter Application
monitoring  monitoring

V.V V¥ » Petabyte scale big data engine

@  Real-time telemetry

* Multi-dimensional, real-time analytics
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Internet supply chain / “caller-id” for cloud services E
Internet and Cloiigpps
0T devices Access IP core delivery networks .
services
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Discover all cloud
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Discover all loT Map to IP flows Unravel the complex
devices anywhere in your supply chain maps for
network, in real-time every service/app
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Ensuring high QoE & optimal asset use for OTT traffic Erp
Internet and Cloiigpps
0T devices Access IP core delivery networks .
services
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* How many Netflix sessions * Do | need a cache for * Do I have the best peering, transit and CDN
on this link? Netflix? relationships?
* What is their ABR? e Where do | place it? * Where do problems really lie?

* Per subscriber? e How is it performing? * How do | walk armed to any negotiation?
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Customer example Erp
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v Tacead The problem...

' 1.8Gbps.

2.0Gbps

— NETFLIX

[ ~_1:8Gbps

= 1.7Gbps 48%

Which CMTS justlost ~ 176bes E——

1.7Gbps

Netflix streaming? e Buffering...

1.5Gbps

1.7Gbps
1.8Gbps

P _ 1.76bps The solution: real-time insight into
0 TS 1.5Gbps |

- service quality and availability across

1.6Gbps

o S

1.4GbpS the entire customer and network
T ... . delivery path

1.3Ghps
1.4Gbps

CMTS-01
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Customer example Erpo

Feb 8 2016 10:54 - Feb 132016 10:54

e e | pOP 1 is flat lining at peak.
OrrNet v | Netfrgeo | The gverflow traffic was ! e e g
» More options automatically div erted to a RESOIUthﬂ
& cache 1500 miles away, Capacity added to POP 1.
which c'aused poor quality Streaming HD
streaming Netflix.
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Insight driven network automation E

™o Multi-dimensional IP
network analytics

Real-time
visibility
(telemetry)

SDN control &
automation

Smart network fabric

Enhanced packet intelligence and control




Customer example
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* Problem: how maintain high
QoE for subscribers?

* Manual analysis/action
too slow to be effective

» Solution: Identify app QoE
issues & affected links

* Map flows to new segment
routes and to partners with
available bandwidth

* Policy-driven, automated process

Low ABR for unicast video service
along several links in path

High ABR through different
peering router

sl Pcering D™
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Gaming

Unicast ,
video J/
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Multicast R, Nv Peering [
video QSR = T 7N\ W oovider

Request more insight
on app performance

Auto-create new
segment route

Map unicast video flows
through new paths



The new face of DDoS and malware

Internal attacks

(from behind DMZ)
WannaCry

worm

Worm progression
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SP network
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Internal DDoS attack

» “Maginot line” defense philosophy
» Rapid proliferation of bots/malware

* Crippling of internal infrastructure
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External attacks
(from Internet)

Hijacked
10 G/s cloud
_ servers
€ Peering_;
TCP/IP DDoS attack DYN
\ DNS
Transit service
B B
Reflection DDoS attack 100K
hijacked loT
devices

» Cloud based attack sources
» Multiple attack techniques

» Terabit scale, 99% of which is volumetric attacks



Today’'s DPl/appliance defence not designed for cloud/loT
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Internal attacks
(from behind DMZ)

Detection appliance &=

External attacks
(from Internet)

Hijacked cloud

@—: S Peering servers
D - E
< _

f;/ SP network \". N Transit

|- A— B E
DSL J BNG o | CON / Hijacked IoT
Scrubbing ¢_ Jovices

center 5
appliances ;

* No internal defense capability
offered

» Simplistic — IP flow analysis from ~15 years ago

- subject to false positives/negatives

» Expensive - accelerating capital costs

» Slow — manual mitigation in scrubbing centers
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Redefining DDoS security architecture EP

External attacks
(from Internet)

Multi-dimensional
analytics \ﬁ

§ Hijacked cloud
Cable | CMTS § Peering servers
.

ost | enc 7 < b — E]

Transit
SP network 3

N B E E
DSL [l BNG | CDN Hijacked loT
devices

* More precise: multi-dimensional analytics, cloud genome, enhanced router filtering
» Faster: detection and mitigation all in-line

* More cost effective: cloud scale analytics, NPE scale filtering
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The role of network silicon in DDoS detection/mitigation

IPv4 packet structure
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Conventional IP routers have limited DDoS attack
mitigation based on “5 tuple” IP header inspection

Centralized appliances with stateful DPI can mitigate
volumetric DDoS attacks but are costly/scale poorly

Integrating network appliances in routers saves on
backhaul cost but consumes valuable slot capacity

Volumetric DDoS filtering based on router silicon
reduces the need for network appliances, while
maximizing router slot capacity for user traffic



Multi-perimeter defence
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ExPO

» Detect attacks

|+ Slow their propagation |
* Eliminate attack traffic
» Clean infected endpoints*

\ Hijacked cloud
Peering | servers

Transit

CON ' Hijacked IoT
- devices
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