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From the Editors 

Welcome to the second issue of the Journal of Digital Video, a publication of collected papers by the 
Society of Cable Telecommunications Engineers (SCTE) and its global arm, the International Society of 
Broadband Experts (ISBE). This September 2016 issue focuses on topics such as advanced video 
standards and delivery practices, including in particular high dynamic range (HDR), wide color gamut 
(WCG), dynamic adaptive streaming over HTTP (DASH), virtual reality (VR), the move towards all-IP 
video transport, and video quality testing and assurance (including closed captioning). 
 

The first four papers meet the theme of SCTE/ISBE Cable-Tec Expo 2016’s “Innovation Meets Here”. In 
particular, the article “Methods to Reduce Visual Sickness in Design of New VR Services” explores 
factors contributing to visually-induced motion sickness and visual discomfort and the understanding 
reasons why these continue to be obstacles for widespread acceptance of head-mounted displays.  The 
“Ultra-High Definition for Cable Applications” creates anticipation that soon a standard that will define 
how cable operators may acquire ultra-high definition (UHD) signals from broadcasters or network 
providers. The article “Minimizing Delivery Latency of Linear Video Service via Adaptive Transport 
Stream and HTTP Chunked Transfer Encoding” discusses major shortcomings facing HTTP-based 
transport for live streaming or video, examines existing or under-developing protocol and standards and 
proposes a solution that will minimize the delivery latency for live/linear video service without sacrificing 
video encoding efficiency. The article “End-To-End IP Video Services Over 10g EPON Access Network 
Architectures”, in addition to being true to its title, presents architectures and use cases to investigate 
migration options along with SDN/NFV solutions and provides insights on next steps, with focus on QoS 
functions in a more programmable network with dynamic service aware resource allocation through 
centralized control and service assurance. 
 

The remaining two articles further enrich the SCTE/ISBE “Essential Knowledge for Cable 
Professionals™” promise.  In particular, the technical paper “Video Quality STB Evaluation through the 
Application of a MOS Scoring Framework” skillfully re-introduces Golden Eye experts and effortlessly 
weaves in the mean opinion score (MOS) techniques to augment the video quality evaluations of settop 
box devices. The last article, “Efficiently Troubleshoot Closed Captions – and Keep the FCC at Bay”, 
written as a Letter to the Editor, readdresses how important and critical it is for content distributors and 
video service providers to have tools on hand to look at captions deeply enough to identify the root cause 
of problems. 
 

We would like to thank the individuals who contributed to this issue of the Journal of Digital Video, 
including the authors, peer reviewers, and the SCTE/ISBE publications and marketing staff.  We hope the 
readers enjoy this issue and that the selected papers spark innovative ideas and further cement essential 
knowledge in digital video. 
 

In closing, if there is any editorial information or topics that you would like us to consider for the third 
issue of SCTE/ISBE Journal of Digital Video, please refer to the “editorial correspondence” and 
“submissions” sections at the bottom of the table of contents for further instructions.  
 
SCTE/ISBE Journal of Digital Video Senior Editors, 

 
Paul Hearty 
Vice President- Technology Standards Office, Sony Electronics, Inc. 
 

Niem Dang 
Director- Engineering and Standards 



 

Vol. 1, No. 2, September 2016 | ©2016 SCTE  5 

 
Methods to Reduce Visual Sickness in Design of 

New VR Services 
 

 

 

 
A Technical Paper prepared for SCTE/ISBE by 

 
Khizer R. Khaderi MD, MPH, CEO and Founder, Vizzario Inc.,  

Adjunct Associate Professor University of Utah Moran Eye Center 
1701 Penmar Ave Venice, CA 90291 

Khizer@vizzario.com 
801-949-8708 

 
Mohan K. Reddy, CTO Vizzario Inc. 
1701 Penmar Ave Venice, CA 90291 

mohan@vizzario.com 
832-651-2986 

 
Yasser F. Syed, Comcast Distinguished Engineer, 

 T&P-Video Architecture Group/Comcast Cable, SCTE/ISBE Member 
1701 JFK Boulevard Philadelphia, PA 19803 

yasser_syed@cable.comcast.com 
303-246-8413 

 
 
 
 

mailto:Khizer@vizzario.com
mailto:mohan@vizzario.com


 

Vol. 1, No. 2, September 2016 | ©2016 SCTE  6 

Table of Contents 
Title Page Number 
Table of Contents ____________________________________________________________________ 6 

1. Introduction ____________________________________________________________________ 7 
2. Visually Induced Motion Sickness (VIMS) ____________________________________________ 7 
3. Hardware Factors _______________________________________________________________ 8 

3.1. Field of View (FOV) _______________________________________________________ 8 
3.2. Resolution, Framerate _____________________________________________________ 8 
3.3. Time Lag or Latency ______________________________________________________ 8 

4. User Factors ___________________________________________________________________ 8 
4.1. Age & Gender____________________________________________________________ 8 
4.2. Visual Deficits ____________________________________________________________ 9 
4.3. Plasticity ________________________________________________________________ 9 
4.4. Posture _________________________________________________________________ 9 

5. Task Factors ___________________________________________________________________ 9 
6. Service Factors ________________________________________________________________ 10 

6.1. Audience ______________________________________________________________ 10 
6.2. Transmission: Linear Broadcast, On-Demand, Download _________________________ 10 
6.1. Interactivity _____________________________________________________________ 11 
6.2. Equipment _____________________________________________________________ 12 

7. Conclusions ___________________________________________________________________ 12 
8. Abbreviations and Definitions _____________________________________________________ 13 

8.1. Abbreviations ___________________________________________________________ 13 
8.1. Definitions ______________________________________________________________ 13 

9. Bibliography and References _____________________________________________________ 13 

 
List of Figures 

Title Page Number 
Figure 1 - Different VIMS Score Comparisons of Movie, Gaming, and Reading VR Content 10 
 

 
  



 

Vol. 1, No. 2, September 2016 | ©2016 SCTE  7 

1. Introduction 
Although the origins of head-mounted visual displays (HMDs) trace back to the 1960s1, widespread 
adoption of this technology in the form of virtual reality (VR) HMDs has only recently taken place. VR is 
a non-invasive simulation technology that provides an immersive, realistic, three-dimensional (3D) 
computer-simulated environment in which people perform tasks and experience activities as if they were 
in the real world. HMDs are goggles, helmets and glasses comprised of lens display systems.  These display 
systems are monocular (one eye), binocular (both eyes, one screen) or dichoptic in nature (both eyes, 
different screens or image/eye), the latter allowing for stereopsis (depth cues).  Early commercially 
available HMDs, such as the Virtual Research Flight Helmet, Virtual I/O I-Glasses™, and Dynovisor, had 
limited applications due to their narrow field-of-view (FOV) and form factors including weight, design, 
and system parameters. Recent advancements have been directed toward making HMDs more comfortable 
for longer duration of use, with HMD products including Mobile VR (Google Glass, Samsung Gear) and 
Hardware-dedicated VR (Oculus Rift, HTC Vive) becoming commercially available.   

These technical advancements include higher resolution and frame rates, lower persistence and lower 
latency from improved positional tracking. While advancements have made VR systems more 
commonplace, an inherent problem with these devices, visually induced motion sickness (VIMS) or 
simulation sickness, remains an obstacle to the widespread adoption and commercial development of 
technologies associated with VR based HMDs.2, 3 VIMS which is related, in part, to visual-vestibular 
mismatch, has been attributed to significant systemic and perceptual problems with HMDs not commonly 
experienced with traditional displays.  The manifestation of these systemic and perceptual problems include 
nausea, stomach discomfort, disorientation, postural instability and visual discomfort.  In addressing VIMS, 
one must understand it is a multifactorial process, which allows for multiple solutions to minimize, if not 
eliminate negative VR experiences.  We have broken the potential inciting factors into four categories:  
Hardware, User, Task and Service factors.  Finding method(s) to optimize all four factors may bring us one 
step closer towards wide spread VR adoption, as well as providing guidance for both VR hardware and 
software developers.  

2. Visually Induced Motion Sickness (VIMS)  
Sensory input conflicts are notable in virtual environments (VEs), due to the variability in cues, including 
position and movement, leading to a disharmonious effect on the visual and vestibular systems, including 
symptoms of nausea and postural instability.4, 5  Specific types of HMDs may have mismatch problems with 
the user’s visual system due to improper optical design, resulting in convergence-accommodation conflict 
and visual discomfort or fatigue.6-12  Continuous conflict between convergence-accommodation, the user’s 
inter-pupillary distance (IPD), and/or the systems’ inter-optical distance (IOD) may induce fixation 
disparity and heterophoria.13, 17, 22-24 Moreover, visual symptoms experienced are not time-dependent in 
terms of virtual environment (VE) immersion; rather, symptoms of visual fatigue, reduced visual acuity 
and heterophoria, may continue after terminating exposure to HMD-based VE .20, 25-27  

 
The aforementioned sensory input conflicts should be viewed in context with other factors that impact 
HMD-induced VIMS.  These factors include the characteristics of the hardware systems, the users, and the 
content the user is exposed to in the VE.   
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3. Hardware Factors 

3.1. Field of View (FOV) 
Hardware device system variables impacting VIMS include viewing mode (e.g. monocular, binocular or 
dichoptic), headset design (e.g. fit, weight), optics (e.g. misalignment in the optics; contrast, luminance), 
field of view (FOV), and time lag (i.e. transport delay). For example, field of view (FOV), may be 
implicated in producing visual discomfort symptoms.27, 34 The FOV studies show that narrow FOV (<50 
degrees) reduces the perception of self-motion and wide FOV (>100 degrees) may increase the presence 
and level of simulator sickness. Patterson et al. recommend at least 60° FOV for a full immersion 
experience.60   The sense of immersion can be provided by parsing horizontal and vertical FOVs, which 
allows for flexibility in the content presentation.  For example, in flight simulation applications, segmenting 
object presentation within a horizontal FOV of 40° by a vertical FOV of 30° improves the ergonomics and 
improves pilot performance. 

3.2. Resolution, Framerate  
Aside from influencing overall image quality, resolution may also affect a user’s experience of VIMS. It 
may be uncomfortable to view low-quality images that are noisy or blurry. The visual resolution in humans 
is 1 minute of arc and is a technological limitation to many HMD systems. Depending on perceived distance 
in the VR environment, increased resolution mitigates “pixel perception” as objects gets closer.  Refresh or 
Framerate is another factor affecting visual comfort.  

3.3. Time Lag or Latency 
Time lag between the individual and the system’s action and reaction potentially could influence a user’s 
experience of VIMS symptoms, as it affects human perception of visual and vestibular cues.26, 34, 36, 37 
Therefore, reducing the sensor error of HMD systems may minimize the VIMS experience. HMD optical 
characteristics, such as eye relief (a fixed distance from the eyepiece lens to its exit pupil), convergence 
demand, horizontal disparity, vertical misalignment of displays, inter-ocular rotation difference, vertical-
horizontal magnification differences, luminance, focus differences, temporal asynchrony, focal distance, 
field curvature difference and inter-pupillary distance (IPD), are all potential factors that can induce visual 
discomfort and headache when they are misaligned or not optimally calibrated.28-30, 38, 39, 41-43, 60-64 

4. User Factors 

4.1. Age & Gender 
Another factor related to the impact of VIMS is user characteristics.  Individuals differ in their susceptibility 
to VIMS.65 Age has been shown to have a significant relationship with HMD-related eyestrain symptoms.40 
Children 2-12 years of age have immature visual systems and binocular function that is worse than that of 
adults; this makes children more susceptible to both visual discomfort caused by HMDs and oculomotor 
side effects including reduced visual acuity, amblyopia, or strabismus.18, 24, 66, 67 Adults with limited fusional 
ranges experienced more visual discomfort, specifically with convergent eye movement in response to 
stimuli in VEs (Karpicka E, unpublished data).79 Therefore, age effect on HMDs needs to be further studied 
and incorporated into the design of future HMDs. In regards to gender, female participants reported more 
simulator sickness and more often withdrew from HMD-based VEs when compared to male participants.14, 

16, 26, 31, 32, 40 One possible explanation is the gender difference in FOV, with female having a wider FOV, 
increasing the risk for flicker perception, vection and motion sickness susceptibility.69 
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4.2. Visual Deficits 
People with visual deficits may have an increased susceptibility to oculomotor side effects compared to 
those without such deficits, though more studies are needed in this area. A past history of motion sickness 
or conditions that preclude these symptoms (migraines), are also notable for predicting susceptibility to 
motion sickness in HMD-based VEs.32 Individuals may habituate or adapt to HMD-based VEs (i.e. 
plasticity), with improvement in symptoms after repeated exposure to VE environments.  However, this 
habituation is variable among groups, with certain individuals adapting much more readily than others 
following repeated exposures to stimuli.33, 80-51, 53 

4.3. Plasticity 
Individuals with more plasticity may be less likely to experience VIMS, though there may be variability in 
the amount of time needed to adapt to the VE. Greater plasticity does not translate to reduction or lack of 
initial symptoms, but rather the ability to improve susceptibility to symptoms quicker, typical following 
repeated exposures to VEs.80-51 Thus far, the characteristics of individuals with greater levels of plasticity 
have not been identified, and this will require further study. 

4.4. Posture 
Based on the postural instability theory, an individual’s posture may also contribute to VIMS. Postural 
instability has a unique role in VIMS, as it can be a cause for and a result of VIMS. Studies have noted 
individuals with stable posture are less susceptible to VIMS, suggestive of an inverse relationship between 
postural stability and VIMS.40, 44-47 Postural stability is a confluence of sensory inputs that are visual, 
vestibular and somatosensory in nature. Two neural reflexes involved in postural stability include the 
vestibular-ocular reflex (stabilizes objects on the retina) and the vestibular-spinal reflex (stabilizes posture 
while body in motion).  When visual and vestibular inputs are not in synchrony, the result is postural 
instability, VIMS, or both.46 Postural instability may last for several hours after exposure.40, 44-47, 52, 54 Special 
considerations for HMD user safety, as related to the risk of postural instability, must be kept in mind. A 
recommendation that HMD users allow for a re-orientation/recovery time prior to engaging in potentially 
dangerous activities such as driving or sports may be in order. 

5. Task Factors 
Task characteristics have been also identified as potentially affecting VIMS.  Among these tasks, duration 
of time in VEs is most notable.  Longer exposure to VE increases the incidence of VIMS. These symptoms 
may persist up to 60 minutes after exposure.15, 18, 19-21, 25, 27, 30, 31, 40, 51, 57, 58 Another important factor shown to 
influence VIMS is vection (i.e. an illusion of self-motion), with faster vection resulting in greater sickness 
symptoms.15, 44, 55, 56 

Viewing HMD-based VR in a sitting position may reduce symptoms, as sitting reduces the demands on 
postural control.22, 53, 47, 70 More complicated tasks, such as reading, may induce total symptom severity 
scores and oculomotor-related symptom scores that are significantly higher than those observed with 
movies or games (Figure 1).30, 52, 36 These findings imply that more demanding tasks probably will create 
some degree of eyestrain. Increased reading sensitivity, when compared to watching a movie or playing a 
game, might be due to activation of different areas of the brain, which may make reading more complex 
than other tasks. Alternatively, reading can affect attention and blink rate, which may also contribute to an 
increase in VIMS. Moreover, inappropriate vertical gaze angle may cause increased oculomotor changes 
and visual discomfort. 23, 59  
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Figure 1 - Different VIMS Score Comparisons of Movie, Gaming, and Reading VR Content 

6. Service Factors 
Technical advances in hardware components will reduce physiologic ergonomic issues including HMD 
weight, system time delay, and luminance.  However, given the multifactorial nature of VIMS, the conflict 
between visual and vestibular input remains a significant problem. Further reduction in VIMS needs to 
consider how content is created and how it influences services factors. Service factors need to consider the 
VIMS effect on the viewer. 

6.1. Audience 
Services can be created intended for a wide audience shared experience (e.g. Broadcast) or for narrow niche 
audience experience (e.g. Longtail content in VoD). For large scale audiences, further VIMS reduction will 
be highly dependent on content creation. Figure 1 indicates that the type of content can correlate to VIMS 
scores where content that requires reading over just watching (movies, gaming) can lead to increased VIMS. 
An increased FOV creates an immersive environment where watching a movie or playing a game would be 
more preferred rather than reading. User factors could also mitigate VIMS by reducing visual cues that 
create sensory input conflicts. This could be done by making the viewer more of a detached fixed observer 
(i.e. reduced vection) and making the content more of scenery type of content which has already been made 
popular in viewing UHD/HDR material. 

6.2. Transmission: Linear Broadcast, On-Demand, Download 
Service factors for VR should be cognizant of the bits delivered to HMDs. The flow of bits to HMDs may 
impact time lag or latency.71 Potential ways to create a service around this dimension is to permit 
progressive download, on-demand streaming, or real-time linear streaming deliveries. This progression 
tracks like the evolution of Video streaming where progressive download was initially done until codec 
compression efficiencies and bandwidth expansion advanced enough to allow for on-line streaming and 
ultimately real-time encoding/streaming to occur.  
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At first glance this would require another generation of video coding to occur beyond HEVC and may 
become a driving use case for the work being done in JVET (Joint Video Exploration Team).75 76 Region 
Centric approaches such as Splice based or Tile based encoding along with adaptive streaming delivery can 
reduce the amount of bits needed to be transmitted, but these approaches need to make use of head-tracking 
information on HMDs in order to avoid VIMS effects.77 Alternate approaches to get beyond the 
transmission bit rate restrictions is to move away from video frame based encoding to more computervision-
based models. In this case creating high resolution 360 degree objects with complex textures, but low bit 
rate movement information can allow for tolerable transmission rates. To better mesh with true-life 
environments, a framework can be created that mimics actual scene but made up of computervision object 
models (e.g. avatars). Some of this work is being investigated in the MPEG group. 72 73 

 

A quickly deployable VR solution for a shared watching experience would be to limit the choices of 
alternate viewpoints. This would also reduce the amount of network bandwidth needed to support a shared 
VR experience while allowing for the viewer to have an ability to reduce VIMS to a tolerable level.  With 
limited alternate viewpoints, more of the data can be shared in a broadcast manner. An example of this 
would be a sporting event with alternate camera angles (one as part of the audience, one with ringside seats, 
one as the boxer).74 In these cases, the level of visual discomfort is under the control of the viewer who can 
switch to a more tolerable camera view. At the same time, the VR content creators can overall limit the 
maximum VIMS impact of an alternate camera angle by limiting the viewing duration of it. The network 
transmission burden in this case is spread out among several viewers and is conducive to live event 
broadcasts while still accommodating different levels of VIMS tolerances. 

6.1. Interactivity 
VR environments hinge on some level of interactivity between the viewer and the observed environment. 
The accepted amount of interactivity can be designed into the service and should consider a reduction of 
VIMS effects.  
 
A key component is reducing time-lag or latency between a decision of the viewer and the reaction of the 
environment. This need is similar to video conferencing services where the round trip restrictions of 100-
150 ms were needed to avoid miscues in the service. VR services would need a much more restrictive limit 
approaching 50-20 ms to avoid visual miscues in the service.71 Video Conferencing methods to deal with 
this were to maintain low-latency real-time video conferencing often at the sacrifice of framerate and 
resolution. Since VR uses constant framerate, the latency is restricted by the time between two frames (e.g. 
30 fps indicates about 33 ms between frames, 90 fps indicates about 11ms between frames). Increased 
framerate gives the potential of reducing VIMS since the next frame is the quickest interactivity possible. 
Applying video conferencing latency approaches in VR services would actually increase VIMS effects 
since video conferencing round trip latency is not even approachable to framerate which provides a gating 
factor to timelag with for example 90 fps being around a 11ms factor. 71 
 
Alternate approaches would need to consider if the interactivity would be on-network or off-network. If on-
network, the transmission constraints would currently prohibit full interaction and be more amenable to 
limited anticipatory interactions. An example of this may be switching video feeds by reutilizing alternate 
camera angles as previously described in the previous section. For off-network cases, the viewer does not 
react with the transmitted video feed, but rather with the background environment. For instance, a VR 
“skin” could be developed around a video feed(s) where the reaction is limited to the constructed scene 
around the feed(s).74 An example of this would be one or multiple video screens in a simulated environment 
where local controls for all the video screens is available in a virtually integrated environment with only a 
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small amount of latency. With further refinements of head tracking technology, latency could be further 
reduced with the application of gaze control where video and audio feed could be activated simply with 
knowledge of which video screen one is looking at.74 These types of off-network interactions could be done 
with minimal VIMS effects. 

6.2. Equipment 
Services can reduce VIMS effects by creating and making aware to users and the content community a set 
of guidelines of optimized visual ergonomics for HMD use. These guidelines should also be used as a way 
to help in service definition and may include the following recommendations: 
 

1. Hardware manufacturers would benefit from standardization of systems/component features; 
2. Users should be advised children, women, users with visual field defects, postural instability, or 

past history of motion sickness are more susceptible to VIMS; 
3. Guidelines for HMD usage, as inexperienced users are especially susceptible to developing VIMS 

and users are different in their adaptation to HMDs; 
4. Users should be warned to not use HMDs for extended periods of time, to take frequent breaks, and 

to avoid driving and operating heavy machinery until VIMS and postural instability resolve; 
5. Guidelines for content development designers to minimize vection, eyestrain and VIMS 

 
Beyond this, services still need to carefully consider equipment decisions to make sure the service definition 
is viable. Should the equipment be leased or are certified COAMed (Customer owned and managed) 
equipment allowed? Should all VR services use the same type of equipment or can advanced VR services 
merit more advanced equipment. Lastly how does one evolve VR services for the future? 
 
VR services that are on-demand can help evolve service definition. It provides a way to test out new VR 
types of features to an audience that may have more “plasticity” than the regular general audience. It also 
provides a way to test out more advance VR equipment at the same time. The information collected from 
this service can then be used to help evolve VR services that are part of a shared wide audience experience 
(e.g. live events).  

7. Conclusions 
VIMS and visual discomfort continue to be obstacles for widespread acceptance of HMDs; this increases 
the importance of further research into VIMS. More research is needed to resolve visual-vestibular 
mismatch, and to develop objective methods of evaluating and quantifying VIMS symptoms such as 
visual/ocular changes (e.g. ocular movements), physiological changes (e.g. changes in heart rate, blink rate, 
EEG [electro-encephalography]), and vestibular changes (e.g. perceived spatial velocity). 

This issue does not preclude the establishment of VR services, but does limit the definition of it. Still it is 
possible to create a VR service that addresses a wide audience shared experience though transmission and 
interactivity restrictions that will limit the type of VR experience as explained in the previous section. 

This issue does not preclude the establishment of VR services, but does limit the definition of it. Still it is 
possible to create a VR service that addresses a wide audience shared experience though transmission and 
interactivity restrictions that will limit the type of VR experience as explained in the previous section. 
Creating an on-demand VR service at the same time can address a narrower audience experience and 
provide more of a VR experience. At the same time, this also provides a pathway to help evolve all VR 
services and reduce VIMS effects.   
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8. Abbreviations and Definitions 

8.1. Abbreviations 
HMD  head-mounted display 
VE  virtual environment 
VR  virtual reality 
IOD  inter-optical distance 
IPD  inter-pupillary distance 
FOV  field of view 
VIMS  visually-induced motion sickness 
3D  three dimensional  

8.1. Definitions 
Accommodation The process of which the eye changes optical power to maintain a focus on an 

object 
Amblyopia maldevelopment of the visual system occurring in early childhood, resulting in 

poor visual function in the affected eye 
Convergence Simultaneous inward movement of both eyes 
Fixation Disparity The difference between the target vergence angle and the ocular convergence 

angle 
Heterophoria Mis-aligned eyes at rest position 
Oculomotor the third cranial nerve responsible for most eye movements and raising the 

eyelid 
Plasticity the changeability of the brain throughout an individual's life 
Somatosensory relating to or denoting a sensation (such as pressure, pain, or warmth) that can 

occur anywhere in the body 
Strabismus misalignment of the eyes, most notable when fixating on an object, resulting in 

disruption of binocular vision 
Vection following stimulation of a large part of the visual field, a viewer feels to have 

moved, though he/she is stationary 
Visual-Vestibular 
Mismatch 

Sensory conflict between the inner ear and eye 
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1. Introduction 
Cable operators will soon have a standard that defines how they may acquire ultra-high definition (UHD) 
signals from broadcasters. Depending upon where they are based geographically, operators might 
encounter digital video broadcast (DVB) or ATSC 3.0 standards for the specification of signal reception. 
Final distribution will be defined by SCTE.  

The ATSC 3.0 suite of standards that defines UHD delivery to UHD TV sets is still being defined, 
including, in particular, the interface between broadcasters and multi system operators (MSOs). DVB is 
specifying a final distribution system that can be applied to cable distribution. This paper will focus on 
the DVB approach, as it is today the only distribution system being specified for a cable network until 
SCTE defines one.   

The DVB UHD-1 Phase 2 standard is still being defined, and an introduction to the standard can be found 
in Table 1. It will consist of several different elements, as the table indicates. 

Table 1 - DVB UHD-1 Phase 2 at a Glance 

Part Details Reference status 
System  Transport 

stream 
Update from [0]  CRs closed, technical 

work due to be complete 
October 2016 (limited 
changes expected) 

DVB 
DASH  

Update from [1] Commercial module 
closed  

Video  Video 
codec with 
HDR 

Update from [0]  CRs closed, technical 
work due to be complete 
October 2016 

Audio  NGA 
codec  

Update from [0] CRs closed, technical 
work due to be complete 
October 2016 

Subtitling  Subtitling 
carriage 
with HDR  

Update from [2] CR for text and bitmap 
closed, technical work 
due to be complete 
October 2016 

This paper will present the different video options that will be used for broadcast or unicast over HTTP 
delivery. The discussions around high dynamic range (HDR) are speculative, but they aim to provide 
insight into the HDR decision-making processes within DVB. Audio aspects will not be included in the 
discussion, as they imply different techniques. The focus will be on video signals, with p60 as the 
maximum frame rate, as some DVB countries are using 60 Hz and thus imposing constraints on 
processing power.  
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Figure 1 - Backward Compatibility Schemes  

2. DVB Backward Compatibility 
DVB has defined a backward compatibility scheme against the Phase 1 IRD compliance requirement with 
UHD-1 Phase 1-bit stream specification [0] and [1]. A Phase 2 decoder will have to be backward 
compatible to enable delivery of video with HDR and HFR. Possible combinations are described in 
Figure 1.  

By definition, a backward compatible scheme must support HDR and HFR when decoded by a Phase 1 
decoder. A non-backward compatible scheme will not impose any backward compatibility constraints on 
Phase 1 decoders. Phase1 key parameters are summarized in Table 2. 

Table 2 - DVB UHD-1 Phase1 
Item  Details  Note  

Deployment 2014 - 2015  
Codec HEVC Main 10  
Maximum 
resolution 

3840 x 2160 x 60  

Maximum 
MPEG level 

5.1  

WCG BT 709/2020 Decoder needed to 
ingest BT 2020 

HDR No  
HFR No  
Backward 
compatibility 

N/A  

NGA No 5.1 HD codecs  

3. Market Backward Compatibility 
This section will discuss backward compatibility not only from a stream perspective but also from a 
display angle (i.e., how a Phase 1 display will need to be addressed by a Phase 2 STB). Because the good 
majority of TV sets sold in the coming years will be SDR, HDR backward compatibility with SDR sets is 
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a requirement. The following section will look at the impact of WCG, HDR and HFR on the backward 
compatibility of a DVB UHD-1 Phase 2 system.  

4. UHD TV types  
It is important to understand what types of UHD displays have been deployed so far and what displays 
will come in the future. Seven classes of UHD TV types have been identified based on the criteria 
described in Table 3. 

Class 0 represents the first generation of UHD TV sets sold. As it can only support p30, it cannot be used 
for a DVB UHD system, unless a spatial scalable scheme is implemented. This scenario is not highly 
probable because it would sacrifice QoE.  

Table 3 - UHD TV Classes 

 

Class 1 is the second generation of UHD TV sets deployed with full-frame-rate support and BT 709 color 
space support, but no HDR. This class imposes the most constraints on backward compatibility. To 
address this type of set, the industry needs an HDR scheme that can create a BT 709 signal. The HDR 
section, below, will discuss the possible HDR options. 

Class 2 is the third generation of UHD TV sets deployed with full-frame-rate support and BT 2020 color 
space support, but no HDR. This class imposes fewer constraints on backward compatibility, as the color 
space is wider than for Class 2. To address this type of set, the industry needs an HDR scheme that can 
create a BT 2020 signal.  

Class 3 is the first generation of UHD TV sets that supports HDR. The frame rate is still limited to p60. 

Class 4 is the first generation of UHD TV sets that supports HDR and HFR in p120 but with an HD 
resolution (1920 x 1080). It is important to note that the signal can be carried in HDMI 2.0a. 

Class 5 is the first generation of UHD TV sets that supports HDR and HFR in p120 but with improved 
resolution compared with Class 4 (4 x 720p resolution of 2560 x 1440). While the signal needs a new 
HDMI specification, the pixel rate is within the boundaries of MPEG HEVC Main 10 Level 5.1, meaning 
that a Main 10 decoder, in principle, has the capability to decode this HFR profile. 
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Class 6 is the ultimate goal of 3840 x 2160 x 120 with HDR. As this requires a new decoder and encoder 
infrastructure (two times the pixel rate versus Class 3), it is expected to come at a later stage when 
technology is available at a reasonable cost. 

5. WCG and HDR 
MPEG, SMPTE, ITU-R, CTA, DVB and ATSC are all working on standardizing HDR for broadcast 
applications. Because no standard yet has been defined internationally for broadcast, this paper will list all 
the documented options, referring to the SMPTE HDR paper [4] for details. Table 4 provides a list of all 
the different HDR options to be discussed further. 

Table 4 - HDR Options 

HDR  Codec  Codec 
layers 

EOTF  Metadata  Backward 
compatibility 

Standard 
reference   

HDR 10 HEVC 
Main 
10  

Single ST 
2084 

ST 2086 Decoder 
based  (1) 

SMPTE 
CTA   

Dolby 
Vision  

HEVC 
Main 
10  

Dual ST 
2084 

ST 
2086/ETSI  

Stream based  BDA  
ETSI  

Single  ST 
2084 

ST 
2086/Prop  

Decoder 
based (2) 

 

Technicolor 
/Philips  

HEVC 
Main 
10  

Single ST 
2084 

Prop  Stream based 
and  
decoder 
based  (2)  

BDA 

HLG HEVC 
Main 
10  

Single Hybrid 
log 
Gamma  

No Native  ITU-R  
ARIB  

SHVC  SHVC  Dual  ST 
2084 

Being 
defined  

Decoder 
based  (1) 

ETSI  

(1) Decoder based without metadata, does not guarantee the quality of the restitution of SDR   
(2) Decoder based with metadata, does guarantee the quality of the restitution of SDR   

6. Cable network architectures for UHD  
A UHD signal can be distributed in three different ways via a cable network: 

• The first option involves using classic quadrature amplitude modulation (QAM) delivery. This is 
not very efficient, especially when the number of subscribers is low from a network efficiency 
point of view. 

• An alternative is using IP multicast (single rate) delivery over DOCSIS 3.x. The drawback of this 
option is that the signal cannot be carried to connected TVs, which expect unicast adaptive bit 
rate protocol. 

• Using a unicast adaptive bit rate protocol, such as DASH or HLS over DOCSIS 3.x, is another 
approach. The drawback of this this scheme is that as soon as the number of subscribers grows, 
more caching is required, although CableLabs has defined a standard for ABR multicast delivery 
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[5]. Note that it is possible to have a single bitrate transmission if the QoS is guaranteed by the 
MSO.   

Table 5 outlines the different possible combinations for UHD cable delivery. 

Table 5 - Network Delivery Options 

Delivery method Protocol  Note  
QAM  TS  Deployed  
IP multicast (legacy)  TS  Needs DOCSIS 3.x or 

FTTH 
IP multicast per [5]  DASH  Needs DOCSIS 3.x 
HTTP  DASH or HLS  Needs DOCSIS 3.x or 

FTTH 

Moving forward, “cable network” will refer to a combination of the three listed network architectures: 
QAM, IP multicast and HTTP. 

7.  HDR options 

7.1. HDR 10 

Figure 2 shows the HDR solution that has been specified by BDA [3] for the encoding format, as well as 
by CTA [4] for HDMI transmission. Static metadata is passed via ST 2086, while ST 2094 will define 
dynamic metadata. As this is the only published HDR standard today, all chips (i.e., decoders and TVs) 
support HDR 10. HDR 10 was designed as a non-backward compatible scheme at the beginning, but there 
are implementations in Blu-ray players that will be able to tone map it to an SDR BT 709 color space on 
the receiver side. Some TV manufacturers and STB chipsets demonstrated similar capabilities at CES 
2016. The first broadcast demonstration of HDR 10 was made by Sky Germany, which conducted live 
trials of HDR 10 in August 2015 [6]. At IBC 2015, Harmonic showed a joint HDR 10 demonstration of a 
live end-to-end workflow with the Ultra HD Forum.   

 
Figure 2 - HDR 10 
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7.2. Dolby Vision dual layer 

Dolby Vision dual layer is solution that will transmit BT 709 to Class 1 TVs and can also address Class 2 
TVs with BT 2020. Through an enhancement layer, it can provide an HDR experience on a Dolby Vision 
consumer playback solution that will display to a Class 3 and above TV. Note that in the BDA 
specification, the base layer is not BT 709 but HDR 10, so a different specification is required for 
broadcast application. In that respect, Dolby has started a standardization effort with ETSI to specify a 
broadcast dual-layer scheme. Metadata is defined in SMPTE ST2086, ST2094 and ETSI ISG CCM. 
Dolby Vision has already been endorsed by several silicon TV decoder chipsets, including Mediatek, 
MStar, Sigma, Realtek, and HiSilicon. 

 
Figure 3 - Dolby Vision Dual Layer 

7.3. Dolby Vision single layer 

Dolby Vision single layer is proposed for standardization in DVB. It is a non-backward compatible 
solution that will only address BT 2020 HDR sets of Class 3 TVs and above. The Dolby Vision consumer 
playback solution can accept a BT 2020 HDR signal and map it to a BT 709 color space. Dolby 
demonstrated a preview of this solution with Harmonic at IBC2015 [7]. 
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Figure 4 - Dolby Vision Single Layer 

7.4. Technicolor/Philips 

Technicolor and Philips announced at CES 2016 they would merge their solutions. A single-layer codec 
solution that is natively compatible with BT 709 UHD decoders is expected. The additional metadata will 
be used by the decoder to reconstruct an HDR signal. The main characteristic of this solution is that the 
base layer is compatible with legacy UHD decoders (e.g., DVB Phase 1 decoders) and therefore Class 1 
and 2 displays. The drawback is that a new decoder is required to decode the metadata needed to 
reconstruct the HDR signal. At CES 2016, STM, Marvell, MStar and Sigma Designs announced their 
next-generation silicon would support Technicolor. 

 
Figure 5 - Technicolor/Philips Merged Solution 

7.5. HLG (Hybrid Log Gamma) 

HLG is a solution jointly promoted by BBC and NHK. They have agreed on the OETF (Optical Electrical 
Transfer Function) within the ITU-R [8], now the BT 2100 international standard. The main feature of 
HLG is that the same stream goes to legacy TVs (Class 1 and 2) and to HDR TVs (Class 3 and above). A 
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key advantage is that HLG can work on existing infrastructure via a software upgrade of the decoder, the 
HDMI link and the TV set. There is no certainty that HLG will be standardized for Class 1 TVs, as tests 
are still underway at the time of writing of this paper. Live HLG demonstrations have already been done 
by SES [9] in May 2016, Sky Germany in August 2015 [6] and Sky PerfecTV [10] in November 2015. As 
HLG is now being standardized by ITU-R, it is anticipated that there will be more traction for this format 
for broadcast applications.  

 
Figure 6 - HLG 

7.6. SHVC (Scalable High Efficiency Video Codec)  

SHVC is a solution that will transmit BT 709 to Class 1 TVs and can also address Class 2 TVs with BT 
2020. Through the SHVC enhancement layer, it can provide an HDR experience on a SHVC playback 
solution that will display to a Class 3 and above TV. This solution will require an SHVC-capable decoder. 
Thus far, the solution has not been announced by any semiconductor company, so its chances to be 
adopted by the market are low, although it is fully standards-based. Metadata is defined in SMPTE 
ST2086, ST2094.  
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Figure 7 - SHVC 

7.6.1. Standardization outlook 

In terms of standardization, DVB is currently evaluating all of the technologies discussed throughout this 
paper and should reach a decision in the summer 2016. One important element in the discussion is ITU-R 
standardization for HDR. So far PQ (that include HDR10) and HLG (single EOTF) are the only ones 
selected for standardization by ITU-R. 

7.7. HFR solution 

The sports community is demanding an increase in the frame rate, namely to 120p. In order to achieve 
that, a new 120fps workflow needs to be created. As none of this exists today, even for HD resolution, it 
will take some time to be deployed. On the receiver side, HDMI 2.0 is only capable of supporting 1980 x 
1080 x 120 10-bit 4:2:2, so if broadcasters want to reuse existing infrastructure, they will have to limit the 
resolution. A common perception is that the existing Main 10 Level 5.1 decoder should be able to decode 
2540 x 1440 x 120 10-bit 4:2:0, as this is a pixel rate included in Level 5.1. The problem is that most of 
the existing chips were designed for a p60 output, and moving to p120 will require a redesign of the 
silicon.  

Of course, there is always the option to transmit 3840 x 2160 x 60 and have the TV do the frame-rate 
conversion in the TV. Harmonic and Sigma Designs demonstrated this at IBC2014, and the audience was 
impressed by the result. Orange, a partner of the 4EVER Project, has also compared this method to a 
native 120p transmission and came to the conclusion this FRC was acceptable in terms of video quality 
for most content. 

DVB is looking at HFR as a long-term deployment and plans to have it available in the 2019 timeframe. 
The proposed scheme for backward compatibility should be based on a temporal scalable approach with a 
base layer being SDR. Another option would be to have a base layer that is HDR. Table 6 lists all the 
options for HFR. 
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Table 6 - HFR Options 

 

Option 1 exists today and can work on some decoders and TVs that support HDMI 2.0 (See Figure 8). 

 
Figure 8 - HFR 1080p120 

Option 2 is based on existing decoder technology, the biggest problem being the display refresh rate at 
120 Hz for the TV. This is a solution that could find some traction as it has a nice trade-off between 
resolution and frame rate (See Figure 9). 

 
Figure 9 - HFR 1440p120 
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Option 3 requires a brand-new design for the decoder, display and encoder. This type of solution will 
likely be more expensive, and the adoption will be gated by the technology maturity. At this point, 2019 
seems a reasonable target to launch such a service. (See Figure 10.) 

 
Figure 10 - HFR 2160p120 

Option 4 is a temporal scalable solution that will have a base layer either in SDR (Class 1 and 2) or HDR 
(Class 3). While this solution is complex, the fact that it offers backward compatibility could be 
appealing. (See Figure 11.) 

 
Figure 11 - Temporal Scalable 

In conclusion, multiple technology options are possible for HFR. On the production side, p120 is not yet 
ready, and 2160p120 displays are not mainstream; therefore, HFR is expected to come in a second phase. 
As many 2160p60 UHD TVs will be deployed, a temporal scalable scheme makes a lot of sense. 
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8. Recommendations And Guidelines  
In addition to the SDO defining standards for Ultra HD, there are other industry groups providing 
recommendations for the deployment of UHD. Those recommendations will have an impact on the 
definition of DVB UHD-1 Phase 2.  

At CES, the UHD Alliance presented its guidelines [11], which will be accompanied by an Ultra HD 
Premium certification program. Table 7 provides a high-level summary of the UHD Alliance 
recommendations. 

Table 7 - UHD Alliance Recommendations 

Item UHD Alliance 
Publication CES’16 
Application Disc / VoD Push & OTT 
Deployment 2016 
Codec HEVC Main 10 
Minimum resolution 3840 x 2160 x 24 
Maximum resolution 3840 x 2160 x 60 
WCG BT 2020 
Display 90% of P3 colors 
HDR EOTF ST 2084* 
HDR metadata Not specified 
Peak brightness /black levels 
(nits) 

1000/0.05 or 540/ 0.0005 

Backward compatibility Receiver based 
Audio NGA recommended 

At CES 2016, Samsung, LG and Panasonic all announced they had certified UHD premium TVs. Sony 
announced a 4000 nits (vs 1000 nits for the Premium certification) TV and did not make any product 
commitment.  

At NAB 2016, the Ultra HD Forum released its Phase A Guidelines for service providers looking at 
deploying live applications either in a broadcast or unicast environment [12]. Those guidelines are 
described in Table 8. 



 

Vol. 1, No. 2, September 2016 | ©2016 SCTE  32 

Table 8 - Ultra HD Forum Guidelines Preview for Live Phase A Deployments 

Item Ultra HD Forum 
Publication NAB 2016 
Application Live broadcast, multicast and 

unicast 

Deployment 2016 
Codec HEVC Main 10 Level 5.1  

Minimum resolution 1920 x 1080 x 50 

Maximum resolution 3840 x 2160 x 60 

Frame rate 24, 25, 50, 60 + 

WCG BT 2020 / BT 709 

HDR EOTF SDR / PQ10 * /HLG10 ** 

HDR metadata Optional  

Audio channels Stereo or 5.1 or channel-based 
immersive audio 

Audio codec AC-3, EAC-3, HE-ACC, AAC-LC 

Subtitling CTA-608/708, ETSI 300 743, 
ETSI 300 472, SCTE-27, IMSC1 

Transport TS (broadcast and multicast )  
DASH ISO BMFF (ABR multicast 
and unicast) 

Backward compatibility PQ10: simulcast or decoder based 
HLG 10: built in 

+ Fractional frame rate accepted  
* PQ10 is HDR10 without metadata 

           ** HLG10 is HLG with BT2020 Main 10 

It is important to note that no metadata is used in the broadcast workflow, and there is no possibility to 
insert metadata in a live production from an economic and operational standpoint.  

The Phase A guidelines have been reviewed by various SDOs (e.g., SMPTE, CTA, DVB, EBU, ATSC, 
CableLabs, SCTE) involved in the standardization of Ultra HD. Based on the feedback, a new version 
was released [12]. Following that, interoperability plug fests will be performed, during which time those 
guidelines will be tested, and new iterations of the guidelines created.  

Phase B will cover all types of broadcast and unicast deployments for 2017, based on new technologies 
(such as SoCs), extending beyond the current defined HDR (PQ10 and HLG10). Additionally, it will 
introduce new features such as high fidelity (as proposed by Dolby Vision), advanced backward 
compatibility (as proposed by Dolby Vision and Technicolor), HFR and NGA.  
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9. ABR Scenario  
In an ABR deployment scenario, there are fewer constraints on backward compatibility, and it serves 
different devices with different HDR and HFR requirements. Indeed, as the transmission is expected to be 
unicast, various implementations of HDR will be used for different devices. That is already happening 
today with VOD OTT services using diverse HDR for different devices.  

10. Conclusion 
While there are still a lot of moving parts, ITU-R and Ultra HD Forum guidelines provide some ground 
for UHD services to be deployed on existing infrastructure (i.e., encoders, STBs, TVs) in 2016. Cable 
operators will have to work closely with their content providers’ partners and assess, from a deployment 
perspective, the most advantageous technologies to deploy.   

11. Abbreviations  

11.1. Abbreviations 
 
ATSC  Advance Television System Committee  
ARIB  Association of Radio Industries and Businesses 
ABR  adaptive bit rate  
BDA  Blu-Ray Disc Association  
CES  Consumer Electronic Show  
CTA  Consumer Technology Association  
DOCSIS  Data-Over-Cable service interface specification 
DASH  dynamic adaptive streaming over HTTP 
DVB  digital video broadcast 
EOTF  electrical  optical transfer function  
ETSI  European Technical Standard Institute  
ETSI ISG CCM industry specification group on intelligent compound content management 
FTTH  fiber to the home  
FRC frame rate conversion  
HDR  high dynamic range  
HFR  high frame Rate  
HLG  hybrid log gamma  
HLS  HTTP live streaming  
ITU international telecommunication union  
IBC  international broadcast conference  
MPEG  motion picture expert group  
MSO multi system operator  
NGA  next generation audio  
OETF  optical electrical transfer function 
PQ perceptual quantizer  
QoS  quality of service  
QAM  quadrature amplitude modulation  
SDR  Standard Dynamic range  
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SDO  standard defining organization  
SoC  system on chip  
SMPTE Society Of  Motion Pictures And Television Engineers  
SHVC  scalable high efficiency video codec  
STB  set top box  
UHD  ultra high definition  
WCG  wide color gamut  
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1. Introduction 
Over-the-Top (OTT) video streaming services are gaining more popularity. Besides a video on demand 
(VOD) type of service, such as Netflix, more and more linear types of streaming services are also available, 
such as DISH Network’s Sling TV, Sony’s Vue, and AT&T’s DirectTV Now etc. The OTT video streaming 
uses Hyper Text Transfer Protocol (HTTP) for content delivery, while the media content is well-prepared 
and conditioned into multiple bitrate sources, which allow the client player to dynamically select the 
appropriate bit rate source and seamlessly switch between different bit rate sources per broadband network 
status. With this approach, it can reach almost any type of terminal device, provide transport resiliency to 
a network’s condition and gives a much better user viewing experience. For the VOD type of service, this 
is probably perfect since VOD service is delivered to each end device individually in non-real-time fashion, 
e.g. IP unicast, and there is no concern for delivery latency and no demand to coordinate viewing experience 
among end users. The initial buffering delay most likely is acceptable, especially when there is a pre-roll 
ad play. The commercial application of this type of OTT service is very successful, such as Netflix. 
However, the HTTP-based transport has major shortcomings when it is applied for live or linear video 
delivery. 

The generic live or linear TV service has the following characteristics: 
• There is a real time timeline that is referenced by all viewing users at the same time when the 

content is captured, processed, delivered and consumed. For example, a sport event is being 
broadcasted while the event is happening 

• Compared with an audience on site, normally there is a constant viewing delay for broadcast 
viewers. The viewing delay is counted from event happening to being viewed remotely and usually 
is caused by video content acquisition, editing, processing and delivering, as well as mandatory 
regulation delay request. The smaller the viewing delay is, the better the user viewing experience 
will be. See the Figure 1 below for reference 

• Content is delivered to a large number of viewers simultaneously 
• Constant viewing delay is same to all viewers 

 
Figure 1 - TV Service Viewing Delays 

In the OTT case, HTTP is used for content delivery. In general, HTTP is a transaction based protocol 
designed for file download. The current adaptive bit-rate streaming uses small segments to compromise 
HTTP file transfer request. Instead of bit by bit streaming, content is transported segment by segment. 
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Normally an HTTP transfer will not start until the whole segment is ready. This will add, at minimum, one 
segment length of extra time to delivery delay besides other processing delays. This is shown in Figure 1 
as segmentation delay. The bigger the segment is, the longer the extra latency is. This may force small 
segments to be defined if low latency live TV service is desired. But for seamless switching purposes, a 
segment is bounded with an IDR (instantaneous decoding refresh) frame, e.g. closed group-of-pictures 
(GOP), which requires more coding bandwidth. The smaller the segment, the worse the video encoding 
efficiency will be. In addition, each segment delivery corresponds with one HTTP get/reply transaction. 
The smaller the segment is; more HTTP protocol traffic will be in network.  

Before OTT service was available, Internet based streaming TV service, such as IPTV service, had a long 
history. IPTV services have been offered by telco operators to compete with cable operators for more than 
a decade. IPTV services provide subscribers with similar TV viewing experience, such as fast channel 
change time and low end to end transport latency, just like traditional broadcast or linear pay-TV service 
offers. It uses IP multicast as its primary protocol, which provides true data streaming, minimizes delivery 
latency, and supports content sharing among multiple clients. However, IPTV services require guaranteed 
bitrate match bandwidth for smooth service delivery. As a result, an IPTV service is only provided in a 
managed IP network.  

This paper briefly reviews IP multicast streaming and examines existing or under-developing protocol and 
standard, such as the HTTP Chunked Transfer [9] and the CableLabs/SCTE Adaptive Transport Stream 
[4][5][6]. This paper proposes a solution, which combines IP multicast in backbone network and HTTP in 
edge access network, to minimize the delivery latency for live/linear video service without sacrificing video 
encoding efficiency. 

2. TV Services via Satellite Broadcast and IP Multicast Streaming 
Traditional TV services are all in broadcast mode. The content is acquired from source, edited, and 
processed for transportation over satellite. Satellite is used for large area content distribution, though fiber 
optical network may also be used by large MSO in their backbone distribution. Depending on the business 
model, there are a couple of ways of receiving content for consumption: 

• For pay-TV cable operators, an integrated receiver/decoder (IRD) on multichannel video 
programming distributor (MVPD) headend receives, decrypts, and decodes the content, and then 
the content is re-distributed to subscribers via cable plant network  

• For pay-TV satellite operators, a satellite set up box on subscriber’s home receives, decodes, and 
renders the content 

• For over-the-air operation, it is similar to the pay-TV cable operation in the front line of receiving 
and decoding, but the last leg of content re-distribution is done by over-the-air radio transmission. 

All of these are broadcast one-way from the content source to many content consumption terminals. This 
usually carries a constant viewing delay, as shown in Figure 1, as regular TV service viewing delay. 

Another type of TV service, IPTV, uses broadband Internet as its distribution network. The Internet can 
support different types of content distributions, such as one-to-one unicast, one-to-many multicast, and one-
to-any broadcast. However, IP multicast has significant advantages over IP unicast and broadcast for TV-
like services.  
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 Figure 2 - IP Multicast Illustration 

IP Multicast offers a one-to-many distribution model, similar to traditional broadcast TV services that are 
mentioned above but with one difference. In the world of Internet, IP multicast supports content delivery 
on per request or per registration basis. To receive content, the end user’s device needs to send Internet 
Group Management Protocol (IGMP) requests to its router to ask for delivery. The router then relays the 
request all the way back to the origin; if the requested content is not available on it. To stop receiving 
content, the end user device can send IGMP quit to its router to stop the sending. The user B in Figure 2 is 
exempted from receiving content. The routers that support IP multicast service only send one copy of same 
content to the duplicated requests from the next router. For example, both user C and D ask for the same 
content, the upstream router just needs to send one copy of content to their router. So in this case, even if 
there is a single user, such as user A, or there are thousand users under the same router, the overall network 
traffic will look same, thus it scales very well and is much efficient for live or linear type of content 
distribution. Robinson’s paper [3] has a lot of more details on IP multicast discussion. 

More importantly, IP multicast is a true IP streaming protocol. Although content is delivered by IP packet, 
the protocol is designed for content flowing from point A to point B as long as point B joins the multicast 
group. IP packets are relatively, very small and do not introduce much extra transportation delay compared 
with other forms of bitstream content delivery.  

IP multicast has been used by telco operators to provide IPTV service for a long time. It allows the IPTV 
service to provide a similar user experience as traditional broadcast TV service does. Even for some cable 
operators, IP multicast may also be used in their backbone for content distribution due to the popularity of 
Internet and IP network integration. To supply a satisfied IPTV service or a reliable backbone for content 
delivery, the only constraint of using IP multicast is the requirement of guaranteed bandwidth – that the 
bandwidth should be equal or higher than the bitrate of the content stream. For this reason, IP multicast is 
usually applied in a managed IP network with well-engineered bandwidth allocation.  

Whether in a traditional broadcast TV service or in a IPTV service, MPEG-2 Transport Stream (MPEG-2 
TS) is used for carrying video and audio content. MPEG-2 TS is the dominant container format for content 
distribution of all TV services. When an HTTP-based OTT TV service is developed, can it leverage this 
legacy content distribution system and only build a client facing edge side to support adaptive bit rate (ABR) 
streaming to multiple types of end user devices? 
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3. Adaptive Transport Stream 
Adaptive transport stream (ATS) is a fully compliant MPEG-2 TS with an embedded segment boundary 
indicator. The ATS is designed as a mezzanine container format for adaptive streaming, which requires 
encoding/transcoding of multiple bit rate (MBR) streams, segmentation, and alignment to support seamless 
bit rate switching. Originally the MBR encoding/transcoding is done by encoder or transcoder, while the 
segmentation and alignment is processed by a packager. The purpose of ATS is to further exploit 
encoding/transcoding process to label the segment boundary, thus to relieve the effort of parsing and 
aligning segment in adaptive streaming packager.  

The ATS definition started from CableLabs encoding boundary point (EBP) specification [4] and Adaptive 
Transport Stream Specification [5], in which an EBP structure is defined in the private data of adaptation 
field in MPEG-2 TS header to indicate the beginning of each segment. The work was promoted to 
ANSI/SCTE standardization process, in which SCTE DVS 1196 [6], has been created. Furthermore, it has 
been contributed to MPEG and an amendment to MPEG-2 Systems specification [7] has been generated to 
define a set of adaptation field (AF) descriptors to serve the purpose.  

 

 
Figure 3 - Structure of Adaptive Transport Stream 

As it is shown in Figure 3, the Boundary Descriptor is introduced into the adaptation field of MPEG-2 TS 
header. The two major parts are the “SAP type” and “Sequence Number” field. The SAP stands for stream 
access point and is defined by ISO/IEC 14496-12. A SAP type is a definition of media decoding attribute 
in that stream point. For example, a SAP type 1 means the media sample at the point can be fully decoded 
without referring other samples and all samples following it can also be correctly decoded. The Sequence 
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Number field has length of 2, 4, or 8 bytes depending on application. It provides a unique identifier for a 
segment within its context.  

To support regular MBR adaptive streaming, the signaling of a Boundary Descriptor in the segment level 
is good enough. The packager takes ATS as input stream and needs only to parse the bytes in the transport 
stream packet headers in order to obtain the boundary information. It does not need to parse any bytes in 
the packet payload. However, to resolve the extra viewing delay caused by segmentation as it is discussed 
in the introduction section for live/linear TV service, a smaller segment is desired; and coding efficiency 
should not be impacted. The segment is designed for bit rate adaptive switching, thus it requires closed 
GOP at segment boundary. While the segment structure is maintained, a smaller delivery unit can be 
designed for low latency delivery.  

The MPEG DASH specification [8] introduces a concept of Delivery Unit Media Segment to support low 
latency application. As shown in the Figure 3 - Structure of Adaptive Transport Stream, the Delivery Chunk 
is a smaller delivery unit within the Adaptive Streaming Segment. It can be made up by any group of 
meaningful coding samples, such as a GOP or even a frame, while making it small enough not to cause 
transportation delay. Similar to each segment, the delivery chunk can also be identified by the Boundary 
Descriptor embedded in MPEG-2 TS header.  

The insertion of Boundary Descriptor into MPEG-2 TS header can be easily achieved as part of content 
encoding/transcoding process. It does not add much extra processing to encoder/transcoder, yet it is a big 
savings for the packager to not need to look up coding payload. It is even more essential when the segment 
durations are not fixed interval - whether that’s due to flexible GOP structures in the encoded video, or a 
content-related change, such as a frame-accurate demarcation in program or advertisement. 

4. HTTP Chunked Transfer Encoding 
The HTTP chunked transfer encoding (CTE) is defined by HTTP/1.1: Message Syntax and Routing [9]. It 
is a data transfer mechanism in HTTP 1.1, in which data can be sent in a series of "chunks" in responding 
a single HTTP data request. It uses the Transfer-Encoding header, instead of the Content-Length header. 
The HTTP sender does not need to wait for the total size of content being available and can start sending 
data as small chunks with any amount available while still receiving the content. When the chunk is sent, 
its size is indicated in the Transfer-Encoding header. At the end of content, it sends the last chunk with its 
size set to be zero. For example, the following is a HTTP transaction with Chunked Transfer Encoding: 

GET /cte-example.html HTTP/1.1 
Host: doc.micrium.com 
User-Agent: Mozilla/4.61 [en] (Windows 7 6.1) 
TE: chunked 
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 Figure 4 - Example of HTTP Chunked Transfer Encoding Response [10] 

5. HTTP Streaming Server 
The existing TV services, either cable TV service via satellite based distribution or IPTV service using IP 
multicast network, have built their business models and have been accepted by millions of subscribers. The 
OTT TV service is a new model using HTTP protocol. Can these two types of content distribution be 
combined, especially if it can leverage the existing content distribution model as a backbone network and 
serve all types of client devices of OTT TV service and provides the same or similar quality of user 
experience? 

 
Figure 5 - Hybrid Transport Network for Adaptive Streaming 
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Figure 5 shows a hybrid transport network. Both satellite based content distribution and IP multicast based 
network cloud support stable and satisfied TV services. The proposed hybrid transport network uses one of 
them as a backbone content delivery network, whichever is available. In the satellite distribution case, MBR 
transcoding and ATS creation are done in MVPD headend, while in IP multicast case, they are done before 
entering IP multicast cloud. There could be a third case, which is not shown in the diagram, in which content 
may be first distributed via satellite and then further distributed via IP multicast cloud. What is common in 
all cases is the creation of ATS. As we have discussed in the Adaptive Transport Stream section, ATS are 
MPEG-2 TS streams with embedded boundary descriptors to virtually divide them into delivery chunks, 
and further into adaptive streaming segments. 

The client side remains with HTTP based ABR streaming, which allows content to pass most access 
networks and reach almost all types of client devices.  

The ABR Aware HTTP Streaming (A2HS) server is a new component that bridges the two sides. It is an 
off-the-shelf HTTP server with additional functions of ATS parsing, optional ABR format conversion, and 
HTTP CTE support.  

In usual ABR streaming, a content segment is not made available in manifest to an ABR client until the 
segment is ready for delivery. This is exactly the cause of segmentation delay. In the proposed A2HS server 
solution, the content segment(s) can be published in manifest even before the input ATS is pulled, e.g. IP 
multicast join. When the A2HS server receives content segment requests from an ABR client and the 
corresponding IP multicast ATS stream is available (otherwise it initiates IGMP to join to the IP multicast 
group to get it), the server starts parsing the MPEG-2 TS header of the input ATS via seeking the Boundary 
Descriptor of delivery chunks and sends the delivery chunks via the HTTP CTE approach as it is discussed 
in the HTTP Chunked Transfer Encoding section while it continues to receive the IP multicast ATS input.  

At the end of content segment, which is indicated by an adaptive streaming segment Boundary Descriptor, 
it just needs to send a zero sized chunk to finish the segment transfer. The ABR client sends next segment 
request and repeats, and the A2HS server continues serving content with incrementally delivered chunks of 
segment. If bit rate switching is required, the ABR client sends the next segment request of the switch-to 
ATS representation. ABR clients can only switch on an adaptive streaming segment boundary. At the same 
time, the content delivery is in the delivery chunk interval. If the delivery chunk is designed small enough, 
the HTTP CTE based transport provides a similar function of true streaming. 

6. Conclusions 
Compared with existing TV services, OTT TV service – especially live and linear TV service – adds extra 
viewing delay caused by ABR segmentation. This paper reviewed the advantages of satellite based 
broadcast TV service and IP multicast based IPTV service, as well as under-developed ANSI/SCTE ATS 
standard and HTTP CTE protocol. The paper proposed a hybrid transport network that leverages the 
existing broadcast/multicast distribution network as a backbone and bridges it with HTTP CTE on ABR 
clients. This approach can minimize the extra viewing delay caused by OTT segmentation and improve an 
OTT TV service’s quality of experience.  

7. Abbreviations 
ABR adaptive bit rate 
AF adaptation field 
ATS adaptive transport stream 
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CTE chunked transfer encoding 
EBP encoding boundary point 
GOP group of pictures 
HTTP Hyper Text Transfer Protocol 
IDR instantaneous decoding refresh 
IGMP Internet Group Management Protocol 
IRD integrated receiver/decoder 
MBR multiple bit rate 
MVPD multichannel video programming distributor 
OTT over-the-top 
SAP stream access point 
SCTE Society of Cable Telecommunications Engineers 
VOD video on demand 
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1. Introduction 
IP Video has been a major force driving cable operators to migrate towards software-driven, cloud-based, 
all-IP systems. Ethernet Passive Optical Network (EPON) is one of the preferred access network 
technologies to accelerate the migration to this new network and service architecture while providing a 
future-proof platform.  

While MSOs’ end goal is to have elastic service architectures, low-cost agile operations, and scalable and 
reliable platforms, the migration options and strategies may not be always clear. This is especially true for 
a new architecture that changes the traditional concepts of vendor products, customer services, and 
business models. Today’s vendor specific product, with well-known interfaces and deployment locations, 
may now involve multiple physical and virtual entity options from different vendor and open architecture 
groups. A headend purpose-built EPON OLT (EPON Optical Line Terminal) with integrated Physical 
(PHY) layer, Media Access Control (MAC) layer, Traffic Management (TM), Layer 2 (L2), and Layer 3 
(L3) forwarding, and control/management architecture may now consist of abstracted and disaggregated 
functions. Strategies may require new partnerships, processes, and integration methodologies.  

Depending on the cable operator’s current conditions and long-term targets, a centralized EPON OLT 
architecture with Software-Defined Networking (SDN) support and backward compatibility with current 
Operations and Business Support Systems (OSS/BSS) may be a first choice. In another case, the preferred 
approach may be to deploy a distributed EPON OLT with a subset of network functionalities and 
integrated to virtualized network and subscriber management blocks in the core and cloud architecture. In 
addition, both control/management and data planes of previously separated product groups may now 
interact with each other. Video control and access network control planes may be orchestrated to provide 
better resource utilization and enhanced Quality of Experience (QoE) as a step to provide end-to-end 
service QoE and Quality of Service QoS, network resource visibility, and troubleshooting. This in turn 
may help enable service mobility and chaining two or more service functions that can be managed per 
subscriber and flow policies, and mapped to available network resources. Mapping QoS, an objective 
measure by quantitative assessment of service and network conditions to QoE, a subjective measure by 
assessment of end user’s level of satisfaction for the services is required for this purpose [9].  

In this paper, we will first present a brief overview of Internet Protocol Television (IPTV) service 
architectures and EPON technologies by focusing on a centralized headend OLT and a distributed remote 
OLT option. Using test results and analysis for a use case, we will provide throughput benchmarks for 
both options. Given achievable throughput levels at the access network, we will then discuss IPTV 
services, QoE requirements and traffic scales. We will present  some example architectures and use cases 
to investigate migration options and provide insights on next steps. SDN and Network Function 
Virtualization (NFV) concepts will be discussed for both centralized and distributed options to offer a 
more efficient system architecture that can expedite the integration of new IP video services and 
technologies while minimizing capital and operational costs. We will focus on the QoS functions in a 
more programmable network with dynamic service aware resource allocation through centralized control 
and service assurance. 

2. EPON Architectures 
There are two main architectures for Ethernet Passive Optical Network (EPON) access systems in the 
cable networking space, mainly centralized and distributed EPON access architectures [1]. The 
centralized access architecture (CAA) corresponds to an EPON OLT with the network media access 
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control (MAC) and physical (PHY) layers placed in the service provider’s facility. The distributed access 
architecture (DAA) places the access layer MAC and PHY layers or just the PHY layer in the outside 
plant or Multi Dwelling Unit (MDU) location. Both architectures may be designed to have separate 
control/management and data planes (Software-Defined Networking - SDN) and Virtualized Network 
Functions (VNF) deployed with cloud applications. Different architecture options are possible as 
described in [1] per the distribution of the following main functions: 

• Router/Multilayer Switch Router (MLSR) with the following sub-functions: L2 switching, 
IPv4/IPv6 static and dynamic routing, Dynamic Host Configuration Protocol (DHCP) relay agent, 
access control lists, link aggregation, control plane redundancy, data fabric interconnecting line 
cards to the network interface ports. 

• Control plane functions with sub-functions such as configurations of interfaces, modules and 
links, statistics collections and analytics, programming EPON MAC and Upstream (US) and 
Downstream (DS) Traffic Management functionality and control plane for multicast forwarding. 

• DOCSIS Provisioning of EPON (DPoE) Management and Control Layer supporting fault, 
configuration, accounting, performance, security (FCAPS) for EPON technology using existing 
Data Over Cable Service Interface Specification (DOCSIS®1) based back office OSS and 
Network Management Systems (NMS) and processes via Simple Network Management 
Protocol/Command Line Interface (SNMP/CLI) interfaces and protocols. The virtual Cable 
Modem (vCM) handles all the operations, administration, maintenance, and provisioning 
(OAMP) functions for DOCSIS by proxying requests, signaling, and messages to the registered 
Optical Network Unit (ONU) using EPON OAM messages to provision all required services.  

• DS Traffic Management with the following subsections: forwarding of data towards EPON 
MAC per provisioned rules such as classification to service flows, subscriber management 
filtering, prioritized and parameterized scheduling and QoS algorithms (i.e. per DOCSIS QoS and 
MESP bandwidth profile), Service Flow/Aggregated Service Flow (SF/ASF) Virtual LAN 
(VLAN) encapsulation and Differentiated Services Code Point/Type of Service/Tag Protocol 
Identifier/Class of Service (DSCP/ToS/TPID/CoS) mapping and marking. DS TM also supports 
multicast forwarding and replication, protocol throttling, packet statistics (Internet Protocol Detail 
Record (IPDR)) and Communications Assistance for Law Enforcement Act/Lawful Intercept 
CALEA/LI. 

• US Upper Traffic Management with sub-functions such as forwarding data from EPON MAC 
towards the Network to Network Interface (NNI) by supporting classification and policing, cable 
source verify, protocol throttling, MAC learning, subscriber management filtering, 
DSCP/ToS/TPID/CoS mapping and marking, packet statistics (IPDR) and CALEA/LI.  

• US Lower Traffic Management (LTM) supporting Dynamic Bandwidth Allocation (DBA) 
solicited scheduling with prioritized and parameterized QoS shaping algorithms and unsolicited 
scheduling and Multi-Point Control Protocol (MPCP) processing. It is common to have US LTM 
integrated in the EPON MAC subsystem. 

• EPON MAC Layer based on 802.3 (802.3ah and 802.3av) standards supporting Multipoint 
Control Protocol (MPCP), encryption, LLID (Logical Link Identifier) tunneling and OAM 
functionality.  

• EPON PHY Layer supporting PON optics (PR-type Physical Medium Dependent) and FEC. 

In this paper, we focus on two main architectures shown in Figure 1 and Figure 2 to analyze IPTV 
services over 10G EPON networks. In an SDN enabled EPON access network, data, control and 
                                                      
1 DOCSIS is a trademark of CableLabs 
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management planes are decoupled and physically separated so that each plane can be implemented on 
different hardware and software platforms controlled by a centralized SDN controller. As shown in the 
figures, the DPoE System and vCM may be deployed on a server or in a cloud. Router functionality may 
be controlled with a separate controller. SDN enabled EPON architectures provide a software 
programmable network with open standard based protocols and interfaces. Centralized control and 
orchestration increase video QoE by controlling different network and service elements based on end-to-
end service assurance and resource management. Cable operators can extend their IP video services and 
business models with dynamic creation of new services.  

Router function may be virtualized to decouple hardware and software. Different compute, storage and 
network functions may run on commodity hardware and can be deployed and scaled dynamically 
depending on service and network changes by a service and network orchestration.  

Applying both SDN and NFV with efficient disaggregation of EPON and video functions will enable 
access I/O functions to be distributed and deployed in the cloud. Micro-services deployed on a common 
cloud infrastructure will enable customer care, operational and new business applications (e.g. Over the 
Top (OTT) providers). Same video architecture and SDN/NFV platforms may be deployed for different 
access technologies. 

 
Figure 1 - CAA EPON Architecture with PON Extender 
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Figure 2 - DAA EPON Architecture with R-OLT 

Depending on the network and service architectures, and requirements, some service providers may prefer 
a centralized EPON access network with a passive Optical Distribution Network (ODN). However, 
placing the OLTs in the headend/central office (HE/CO) facility may restrict the reach between the 
HE/CO and end users and/or reduce the split ratio and number of subscribers served per OLT port. PON 
Extender, a low power active in the node or cabinet, may overcome these issues and maximize fiber 
utilization between the serving area and the hub/headend while keeping the PON MAC in the facility. 
Dense Wavelength Division Multiplexing (DWDM) or Coarse Wavelength Division Multiplexing 
(CWDM) optics may be used for the trunk link between the OLT in the hub/headend and the PON 
Extender that may perform an optical-to-electrical-to-optical (O-E-O) conversion. Standard EPON optics 
for short reach may be used between the PON Extender and ONUs. In this architecture, the DPoE System 
and vCM management and control functions may be integrated in the headend OLT or may be placed in 
the data center (DC) or cloud. More information on the SDN and NFV concepts for access networks may 
be found at [7].  

The remote OLT (R-OLT) access architecture places the entire OLT functions in the remote device, 
including the PON MAC as well as most of the PON upstream (US) and downstream (DS) traffic 
management functions. The DPoE System and vCM management and control functions are placed in the 
headend, DC or cloud. This architecture also introduces an Element Management System (EMS) for the 
R-OLT device as well. The R-OLT improves the split ratio and maximizes fiber utilization between the 
serving area and the hub/headend similar to the PON Extender case. The R-OLT may be connected to an 
aggregate switch in the headend using the same wavelength multiplexing architecture as the PON 
Extender. In addition, having MAC and TM in the node improves the US throughput without requiring a 
higher buffer size and improves the delay as well. As we will discuss in the next sections, the architecture 
may also help to reduce the delay of upstream video service requests. This solution introduces relatively 
higher power active node and requires integration of functions between the node and headend/DC/cloud 
entities. 
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As analyzed in [1] and some research papers, long reach EPON networks with centralized OLT 
architecture introduce additional delay in the DBA grant-report architecture, which may affect service 
delay and throughput requirements for some use cases (e.g. mobile backhaul applications and single 
LLID/single traffic flow use case with very high bandwidth demand (e.g. >5Gbps) depending on the 
OLT/ONU features). Note that unsolicited scheduling algorithms (such as unsolicited grant scheduling  
type instead of solicited DBA scheduler) available in today’s EPON MAC chips would be more suitable 
for periodic and low latency services such as mobile backhaul applications. The other use case of single 
high-bandwidth flow may be applicable, for example, when a high tier user over a very long reach EPON 
network performs an upstream bandwidth test. In this case, if a R-OLT and headend OLT are compared, 
extra optical trunk link delay in the REPORT-GATE messaging (between ~200us to 800 us for 20km to 
80km reach) may cause packet drops for the corresponding traffic flow if the ONU link queue size is not 
adequate.  

We tested the CAA system with a PON Extender by using the test setup displayed in Figure 3. The aim of 
these tests is two-fold: 1) Test results show that PON Extender itself does not introduce any delay or jitter 
due to the O-E-O conversion designed for EPON networks. The only delay is due to the long reach trunk 
fiber in the US direction. 2) Test results show that the maximum throughput may be reached for high tier 
ONUs at 60 km reach which covers the most MSOs’ deployments. New ONUs have higher buffer size 
and the delay for this range may be acceptable for many services. Depending on the service and scale 
requirements PON Extender or Remote OLT architectures may be preferred by cable operators. 

A single UDP upstream flow is created via a traffic generator and ONU link buffer size is configured to 
observe the maximum achievable throughput. These tests aim to provide a benchmark for the maximum 
US and DS bandwidth/link rates by using available DBA algorithms with optimal configuration. In other 
use cases, additional inefficiencies inherent to EPON scheduling may exist in both headend and remote 
OLT architectures. Note that current DPoE specifications define maximum 255 x 4 kB link queue size. A 
vendor specific OAM is used to increase this value for the test results shown in Figure 4 for optical trunk 
length of 60 km and ~3 km between the PON Extender and ONUs. It can be shown that for this use case, 
1800 kB of link queue size enables the same maximum achievable throughput (~8.67 Gbps) as the R-
OLT case. Some newer ONUs have higher buffer sizes. In the future, they may be adaptively configured 
per traffic characteristics using SDN/NFV features.  Downstream UDP throughput values for data from 
the network side and buffer requirements are the same as R-OLT case.  
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Figure 3 - 10G EPON Test Setup 
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Figure 4 - Upstream Throughput of a Single Flow per ONU Link Buffer Size at Optical 

Trunk Length of 60 km 

 
Figure 5 - 10G EPON Port Upstream Throughput per Number of ONUs and Cycle Time for 

5 LLIDs per ONU Based on EPON Overhead Computations 

Figure 5 shows analysis of US throughput per port based on the network overhead, cycle time, and 
number of ONUs for 5 LLIDs per ONU. Note that for multiple ONU and LLID cases the difference of 
maximum achievable throughput per ONU link buffer size for CAA and DAA architecture is not 
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significant as the single flow case due to the dominant burst  and scheduling overhead of multiple LLIDs. 
Most service providers aim the same number of ONUs for the PON Extender and Remote-OLT 
architectures, e.g. 64 or 128 ONUs per 10G EPON port. Higher numbers, e.g. 256 ONUs per port may be 
mostly applicable to MDU cases, but would be deployed for relatively lower average traffic growth and 
average billboard bandwidth in the US direction. Figure 6 shows analysis of DS throughput per port based 
on the network overhead, cycle time, and number of ONUs for 5 LLIDs per ONU.  

 
Figure 6 - 10G EPON Port Downstream Throughput per Number of ONUs and Cycle Time 

for 5 LLIDs per ONU Based on EPON Overhead Computations 

These values are used to have a coarse throughput benchmark for the two EPON architectures and to 
compare IPTV traffic and scaling requirements with the available access network achievable throughput 
values. EPON access networks with the DPoE support have different MAC, traffic management, and 
forwarding features that affect the throughput, latency, jitter, availability, and reliability of IP video 
services. These will be discussed after first providing an overview of the current and future IPTV 
architectures and the end-to-end video system over EPON access networks.  

3. IPTV Networks over EPON  
Cable operators’ traditional video architecture consists of purpose built hardware products with integrated 
control and management software designed per the serving groups’ physical locations. The video core 
network includes encoders, a Video-on-Demand (VOD) library, and conditional access servers 
communicating with the edge network over a video transport network. The edge network consists of VOD 
and ad insertion servers, switched digital video, and Aloha interactive network with edge Quadrature 
Amplitude Modulation  (QAM) to transmit UDP based MPEG video to the subscriber homes over 
traditional Hybrid Fiber-Coax (HFC) networks. The home architecture is based on vendor specific cable 
modems, video gateways, and set-top boxes designed for TV screens. 

Increasing competition from telco, satellite operators, and OTT providers, new consumer electronics and 
novel video technologies with enhanced quality offer new options for the cable subscribers. End-users 
want to reach any content (managed and unmanaged video from different content providers), anytime 
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(live, on demand, recorded, offline, and online), anywhere (at home and away from home), and from any 
device (multiscreen, multi format, and different QoS levels). This in turn, brings new requirements for 
cable operators such as offering new services and flexible service plans, providing higher capacity and 
elastic resources, and adopting new business models. In the meantime, cable operators need to reduce 
OPEX (operational expenditure) and CAPEX (capital expenditure) and decrease time to market services 
to create new revenue areas. Figure 7 displays an example of future end-to-end IP video architecture with 
EPON access network where both services and networks support SDN, NFV, and cloud applications.  

IP video over EPON systems consist of VOD, linear/live, and network digital video recorder/cloud DVR  
(nDVR/cDVR) services. VOD and nDVR services are unicast services. Future video architectures 
converge to Hypertext Transfer Protocol (HTTP)-Adaptive Bit Rate (ABR)/IP networks [2,6]. In this 
architecture HTTP/ABR based unicast and multicast video is delivered over an IP network. Multicast 
ABR (M-ABR) [3,4] and Smart ABR (S-ABR) [5] provide an adaptive delivery system managed and 
controlled by the network and service components.  

In this example architecture, the home network consists of an IP home gateway with integrated EPON 
ONU and an embedded multicast client that communicates with the multicast controller in the M-ABR 
system. IP set-top boxes, smart TVs, tablets, mobile phones, and game consoles are video clients in the  
home while virtual Customer Premise Equipments (CPEs) and virtual subscriber gateways may be 
deployed for abstracted service chain applications (including parental control, firewall, and mobility). 
Although not shown in the diagram, Wi-Fi networks and services may be also deployed with SDN 
wireless controller, virtual services, and network components to support both home and away from home 
Wi-Fi access. Some of the video functionality may still need to be embedded in hardware as Physical 
Network Function (PNF) due to latency and processing performance requirements. Other video functions 
may be deployed as VNFs. 

The access network may consist of R-OLT or a headend OLT (with or without a PON Extender) as 
described in the previous section. In this architecture, a purpose built router or a vRouter may be the first 
hop router to the OLT and may be configured and managed by a router SDN controller. A R-OLT SDN 
controller manages and configures the remote access device. DPoE System and vCM SDN controllers 
manage and configure the OLT DPoE and vCM for ONUs that can communicate with the R-OLT/OLT 
over DPoE extended OAM (eOAM). R-OLT/OLT may be connected to the routers/switches, virtual 
functions, and controllers over a physical leaf-spine fabric network and overlay network, which are 
controlled and managed by an SDN controller and orchestrated by a resource orchestrator. Resource and 
service orchestrators may span in and over hubs/headends/DCs/clouds for coordinating VNFs, PNFs, 
other elements, servers, and service chains based on operator directives from the service and network 
applications, and OSS/BSS back office managing policies, system topology, and subscriber database, as 
well as other business models.  

Both network and service statistics are connected at different layers for analytics, business intelligence, 
accounting, proactive resource management, troubleshooting, security, and service assurance. This 
enables end-to-end network and service visibility, monitoring, and control for enhanced system 
performance. 

VOD services may be delivered over purpose built physical elements and virtual functions. Transcoded 
and packaged VOD streams are delivered over origin, intermediate, edge caches, and IP Content 
Distribution Networks (CDNs) to the home gateway over virtual router (vRouter) and OLT/R-OLT as a 
unicast service flow. nDVR streams are delivered as unicast similar to VOD. Smart ABR systems 
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enhance the OTT performance by incorporating network control for the bit rate adaptation [5]. CDNs may 
be virtual elements for an elastic and adaptive delivery network. 

Linear video may be delivered using M-ABR architecture with NACK Oriented Reliable Multicast 
(NORM) as the multicast transport protocol [3].  NORM provides flexible FEC and data repair 
mechanism. IP gateways deliver the stream as unicast in the home, directly from the cache or by 
requesting a unicast HTTP stream from the edge cache/CDN that may in turn get the stream from a higher 
layer cache/CDN. Depending on the MSO architecture, a live session may be always multicast or only a 
set of sessions may be multicast (depending on the viewer numbers and analysis based on the 
corresponding network gains). This is controlled by the Multicast (M-ABR) controller that informs an IP 
gateway which in turn joins the multicast session over the EPON network and receives the stream from 
the Multicast (M-ABR) server. Until the gateway receives the multicast stream, the session is delivered as 
an unicast service flow.  

 

 
Figure 7 - SDN/NFV/Cloud Enabled End-to-End IP Video Architecture with EPON Access 

Network: Green blocks represent control and management components while pink 
blocks represent data plane elements. 
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3.1. IP Video Scaling Considerations 

In this section, we assume a scenario for IP video over EPON based on an estimated subscriber serving 
area and IP video viewership numbers (as shown in Table 1) to provide guidelines on the scaling 
considerations. 

Table 1 - Example IPTV Scaling Scenario  

For a deployment with 64 subscribers per port and 100% penetration level, we can estimate 168 viewers 
per 10G EPON port. As discussed in [4], we can assume close to 90% of all potential viewers are prime 
time viewers and linear program viewers are around 75% of all viewers at prime time. Per these 
assumptions, 38 VOD/nDVR and 113 IP linear video out of 151 peak viewers’ programs will be delivered 
in a PON port. We assume this trend will hold for upcoming years even though new business models may 
bring more customized services. For example, per stream ad insertions may be applied at the home 
gateway. Therefore, we assume these numbers will change only by 1% for the upcoming years.  

The current video programs consist of mostly Standard Definition (SD) and High Definition (HD) options 
while Ultra High Definition (UHD) programs are now available. Current average video rate may be 
assumed as 4-6 Mbps. 4k/8k UHD video enhancements increase the average bit rate while new efficient 
codecs like HEVC will reduce it. We assume although AVC will be used to explore UHD services, 
HEVC and other new codecs will dominate in the future [10].  We may expect a slight increase in the 
average bit rate in the upcoming years with more UHD video being available.  

If multicast is not used, all IP video will be transmitted as unicast.  If the cable operator’s policy is based 
on viewership or program popularity, the number of unique multicast programs to a port will define the 
gain. A Zipf distribution may be assumed to find unique programs watched by the active viewers given a 
maximum number of available linear programs [4]. The results depend on the program popularity curves 
per ad-zone/serving area. Per the graphs in [4], we can derive that at peak times 43 unique multicast 
streams will be transmitted to 113 viewers per port at average out of 500 available programs. Figure 82  
provides the number of unique multicast streams for 113 viewers. As seen in Table 2, 486 Mbps total IP 
video is expected at peak times when multicast is used as opposed to 906 Mbps when multicast is not 
deployed, providing 50% reduction on the port bandwidth consumption. The bandwidth efficiency 
increases at the aggregation points as shown in Table 2. 

                                                      
2 This chart was developed using the ARRIS Multicast model. Early work using this model was described in [4]. 

Parameters Values 
per 
port 

Values per 
R-OLT  
(4 ports) 

Values per 
line card 
(16 ports) 

Values per 
chassis 

(6 line cards) 
HHP per serving area 64 64 64 64 
Subscriber penetration 100%  85%  75%  65%  
IP Video services take rate 100% 100% 100% 100% 
Avg # of Potential viewers per home 2.63 2.63 2.63 2.63 
% IP VOD/nDVR viewers 25%   %20 %16 12%   
IP VOD/nDVR Mbps 6 6 6 6 
% IP Linear Viewers 75% 80% 84% 88% 
MC weighted Bit rate, Mbps 6 6 6 6 
Number of available programs 500 500 500 500 
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Figure 8 - Unique Multicast Streams Needed Per Active IP Video Linear Viewers 

Compared to 10 Gbps EPON port bandwidth, these numbers may be supported by both CAA and DAA 
EPON architectures. Note that long trunk link does not introduce any extra delay in the downstream 
transmission (impact on the TCP delay is negligible compared to overall end-to-end delay).  

The total efficiency is based on the total bandwidth consumption from the CDN/cache to the home 
gateway. From the CDN/cache to the multicast server the linear program will be unicast. The efficiency 
may be increased by having the edge cache closer to the serving area for popular programs. Furthermore 
virtual CDNs may be moved based on the demand. From the multicast server to the vRouter/router (and 
over the fabric network), the multicast delivery will improve the efficiency. Table 2 shows the gain per R-
OLT with 4 EPON ports, per a 16 EPON port line card for a headend OLT and per an integrated router or 
vRouter serving 96 EPON ports as examples of aggregation points.  Figure 8 is used to estimate the 
multicast programs per number of active linear video viewers in a multicast zone to compute the 
bandwidth consumed from the backend to the corresponding multicast zone. For example, for a R-OLT 
with 4 ports, multicast streams needed for R-OLT viewers are derived from Figure 8 and bandwidth 
required to send the channel sessions to the R-OLT is computed. For the chassis level, two multicast 
zones are assumed.  
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Table 2 - Example IPTV Scaling Scenario Results 

The main tradeoff is between the bandwidth consumption and control plane complexity. The 
vRouter/router or other MLSR entities and R-OLT may process the Internet Group Management Protocol 
(IGMP)/ Multicast Listener Discovery (MLD) membership requests and keep track of membership 
changes. In the M-ABR architecture, since a video stream in the multicast list is transmitted as unicast 
until the multicast join is processed, the unicast bandwidth consumption will temporarily increase 
especially during half-hours depending on the control processing rate. The QoE of each end user will not 
be affected as long as bandwidth requirements are met since channel change rates will be based on unicast 
delivery. Other interactions between the gateway to the multicast controller and among controllers must 
be also taken into account in the overall bandwidth and delay requirements. In addition, the scaling for 
statistics collection and end-to-end analysis in a SDN/NFV architecture will require real-time big data 
analysis [8]. 

It is important to analyze both the data and control plane resource consumption. In SDN and NFV enabled 
EPON networks, the processing requirements will depend based on distributed functionalities. We will 
provide two examples in “Use Case Analysis” Section  below to discuss the data, management and 
control plane processing for M-ABR architectures. Based on the estimated number of subscribers and 
programs per port, the physical and virtual elements may be designed to support a certain number of ports 
or R-OLTs based on the atomic units they serve. 

3.2. IP Video Performance Considerations 

IP video Quality of Experience (QoE) assesses the end user’s level of satisfaction for the video services 
and products.  QoE is a subjective measure that may differ from subscriber to subscriber even for the 
same service and network conditions. 5 point scale Mean Opinion Score (MOS) is the arithmetic mean of 
all the individual scores that depends on the human perception, expectations and past experience to name 
a few. 

Quality of Service (QoS) is an objective measure of the service by quantitative assessment of service and 
network conditions such as error rates, throughput, frame delay and jitter, availability, reliability and 
service processing delay (guidance on these values may be found at standards such as CableLabs PKT-
SP-CODEC-MEDIA-C01-140314, ITU G.1080). Mapping QoS to QoE has been an active research area 
as new multimedia services emerge and requires a multidisciplinary approach including engineering, 
cognitive neuroscience, economics, statistics and social psychology [9]. Extensive research has been done 
on video streaming to show that the multimedia device, resolution, bit rate, codec type, buffer size, video 
content all affect the quality. In addition to QoE, network utilization and fairness are parameters for 
measuring system performance. MSOs may use different techniques for QoE monitoring including 
automatic algorithms to detect network conditions and analyzing customer feedback via data mining 
algorithms and correlating both. 

IP video services require end-to-end performance management. Traditional cable systems had well 
defined boundaries of core, headend/hub, edge/access, and home networks serving managed services with 

Bandwidth Consumption Values 
per 
port 

Values per 
R-OLT  
(4 ports) 

Values per 
line card 
(16 ports) 

Values per 
chassis 

(6 line cards) 
All Unicast Bandwidth (Mbps) 906 2736 8448 37440 
Unicast + Multicast Bandwidth (Mbps) 486 1134 2424 7848 
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legacy business models. Therefore, a service’s data, control, and management plane had a known starting 
and ending system entity and a common path for all the planes. The definition of “end-to-end” is 
changing with SDN/NFV systems since data and control planes are separated and system entities are 
abstracted and located not by physical directives, but by architecture, resource, and service requirements. 
The end goal is to have an end-to-end system management and control between applications. In this new 
architecture, service assurance and resource management functions may change and adapt resource usage 
and service paths. Although agile operations and adaptive resource management are aimed to reduce 
traditional systems limitations and complexity, migration strategies will define how to achieve this end 
goal while overcoming integration, interoperability issues, and complexity of a new disaggregated 
system. For instance, availability and reliability of a system must not be dependent on the availability and 
reliability of individual disaggregated functions. Resource and service orchestration is therefore crucial in 
these architectures.  

As analyzed in [2,4,5,6], HTTP/ABR based video delivery over all-IP networks with SDN/NFV and 
cloud application support will enhance the network and resource utilization, end-user QoE, and create 
new business models for the cable operators. Adaptive bit rate architecture is improved with smart ABR 
and multicast ABR with NORM (NACK oriented reliable multicast- RFC 5740) functionalities for 
unicast and multicast video respectively. IP based CDNs and on-demand cache functionality improves 
QoE by reducing network delay and jitter while increasing resource utilization. Service and network 
controllers may interact with each other to improve system performance. For example, multicast 
controllers can communicate with OLT controllers and Wi-Fi controllers while resource and service 
orchestration coordinates the underlay, overlay networks and both physical and virtual elements. New 
overlay techniques and distribution of multicast functionality may also improve multicast control plane 
performance.  

In the EPON access networks, unicast video flows may be classified based on upstream and downstream 
classifiers to apply corresponding QoS operations. QoS support for multicast IPTV flows is implemented 
per DPoEv2 specifications. Downstream multicast QoS is based on the Group Configuration (GC)  and 
Group QoS Configuration (GQC) with corresponding Service Class (SC) parameters. A single session for 
GQC instantiating a Group Service Flow (GSF) is defined by a unique combination of Source, Group 
(S,G) or (*,G) IP addresses matching a GC entry. Admission control may be supported over EPON 
channels as well as over fabric and virtual networks between video applications. EPON systems support 
forwarding based on DOCSIS QoS parameters both in the upstream and downstream directions using 
priority queuing (such as weighted round robin/weighted fair queuing (WRR/WFQ) shapers). Upstream 
links carry mostly video signaling, however with the proliferation of social media and applications such 
as citizen journalism IP video is expected to increase in the US as well.  Hierarchical priority levels may 
be applied per class and per flow. DPoEv2 specifications define Best Effort (BE) and non-Real Time 
Polling (nRTP) scheduling options. The schedulers are in general implemented to support service flow 
SLAs through configurable minimum reserved rate, maximum sustained rate and maximum burst 
parameters and weights. A minimum reserved rate may be set based on video (SD/HD/UHD) rate 
characteristics and the number of streams per ONU. In addition to video data, video signaling (like 
unicast requests and IGMP/MLD membership messages as well as queries) may be prioritized to reduce 
the delay. Fair scheduling and Weighted Random Early Detection (WRED) or active queue management 
with flow control ensure SLA based sharing of resources during congestion. 

Since controllers (e.g. multicast, OLT/DPoE System/vCM, and Wi-Fi controllers) may interact and a 
service and resource orchestration may coordinate them, once SDN/NFV networks are defined and 
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deployed,  new end-to-end QoS functionalities may be adopted such as end-to-end admission control and 
path adaptation, congestion control, and QoS value mapping.  

In summary, IP video performance is measured by end user QoE, resource assignment, utilization, 
operational complexity and cost. All these performance criteria must be monitored and analyzed in an 
end-to-end fashion. Although new architectures enable end-to-end visibility and control, the amount and 
variety of real-time and offline data generated from the ABR based video eco-system needs a big data and 
real-time analytics system [8]. Such an analytics system will facilitate to have an elastic resource 
management, agile operations, and increased QoE and also enable automatic integration of new services.  

4. A Use Case Analysis: IPTV Multicast over EPON Systems  
In this section, we will provide two example EPON network architectures to discuss distribution of video 
and access network functionalities for M-ABR use case: a CAA EPON architecture with PON Extender 
and a DAA EPON architecture with Remote OLT.  

4.1. IPTV Multicast over CAA PON Architecture with PON Extender 

 
Figure 9 - Simplified M-ABR Architecture Over A CAA PON Access Network with a PON 

Extender 

Figure 9 shows a more simplified architecture example with multicast ABR [3,4, and 6] delivery for 
linear video over a CAA PON architecture with a PON extender. The blue lines represent the 
control/management plane while the orange lines represent the data plane. Cable operators may first 
choose to separate the OLT/DPoE system and vCM functionality from a purpose built OLT with 
integrated router per criteria discussed in [1]. The video functions such as multicast server and CDN may 
be purpose built appliances or virtual functions. Such a system may help the cable operator to apply SDN 
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to the EPON access network while operating the access data plane as today’s equivalent HFC network. 
This evolutionary step may help to deploy EPON access networks faster without intelligent active 
components in the field while a step is taken for software defined back-office management/control.  

When a home CPE requests a linear program, if it is cached in the home gateway, the gateway delivers 
the program as unicast. Otherwise, the gateway sends a unicast HTTP request to get the program that is 
delivered as unicast ABR through cdn-gw interface3 (data interfaces 3,4,5, and 6) between CDN/cache 
and gateway. Multicast controllers may communicate with the packager to determine the content and bit 
rates for multicast (control interface 5). As described in [3], some operators have their multicast servers 
pull directly from their packager. Just-in-time packagers may be located both centrally in the architecture 
and at the CDN edges. 

In this example, the unicast request may be sent from the ONU as an upstream unicast EPON service flow 
assigned for video signaling. The downstream unicast video may be sent from the OLT as a unicast 
EPON service flow assigned for all unicast video. Both service flows may be assigned corresponding 
DOCSIS QoS parameters as discussed in Section 3.2.  

The cable operator’s multicast content selection algorithm may be based on viewership (e.g. multicast 
when there are more than one concurrent viewer) or on a policy (e.g. multicast n most popular programs). 
This selection algorithm, along with other policies, may be directed by the IP video application to the 
multicast controller using a northbound interface (bssi interface) of the SDN controller. Service and 
resource orchestration may assign video functions that will serve a certain serving area. The servers and 
elements may be connected over a leaf-spine fabric network. An overlay tunnel may be defined for the 
data delivery between the CDN and the OLT router (data interfaces 1 and 2). A controller may manage 
the fabric forwarding (control interface 6). 

Per its communication with the multicast controller, the Embedded Multicast Client (EMC)  in the 
gateway learns the multicast channel map via mc-emc interface (control interface 7). If it is a new 
program, the multicast controller (MC) sends the Uniform Resource Identifier (URI) to the multicast 
server via mc-ms interface (control interface 4). The multicast server (MS) gets video segments from the 
CDN/edge cache via cdn-ms interface (data interface 1) acting as an HTTP client and sends multicast 
video via NORM to the gateway proxy cache over ms-emc interface (data interfaces 2, 4, 5, and 6).  

The EMC sends an IGMP/MLD join to the ONU (data interface 6). If a PON extender is used, the ONU 
is connected to the PON extender over EPON wavelengths (data interface 5). The PON extender 
communicates with the OLT over DWDM/CWDM wavelengths (data interface 4). PON extender is a 
simple O-E-O device and may be seen as a PHY device. The OLT may apply admission control, join 
authorization, and access control lists to accept or deny the join. If the join request is accepted, the OLT 
adds the CPE and ONU to the multicast table. If it is a new multicast stream, the OLT will request the 
stream from the routers on path to the multicast server (e.g. using Protocol Independent Multicast – 
Sparse Mode (PIM-SM)). As previously explained, the DPoE system adopts the IP multicast model 
defined in DOCSIS MULPIv3.0 specifications. The replication of IP multicast traffic onto mLLIDs is 
done per downstream channel in the MAC domain over mulpi interface (data interfaces 4 and 5). Each 
GSF has unique multicast Logical Link Identifier (mLLID) within the MAC domain while multiple IP 
multicast sessions may have the same GSF and mLLID. The service class name for the corresponding 
GQC may use DOCSIS QoS parameters. The multicast controller may have interface to the OLT or 
                                                      
3 Interfaces are explained for an EPON access network based on the definitions in [3] described for an HFC 
network. 
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vDPoE System/vCM to control multicast QoS or other functions using mc-ccap interface (control 
interfaces 2 and 3). The OLT/vCM communicates mLLID and filtering and forwarding rules to the ONU 
via eOAM (control interface 1 where eOAM may be tunneled to the OLT). The OLT also supports 
multicast query. Per the DpoEv2 specifications, IP serving groups may be defined with control GSF to 
deliver general queries.  

The EMC sends an IGMP/MLD leave request to the OLT when the CPE leaves the program or when the 
session is not in the multicast program list anymore. Note that, The OLT will remove the mLLID/GSF if 
this is the last leave in the MAC domain and will send a leave request to the router towards multicast 
server if this is the last leave in the OLT. Accordingly, the multicast server will cease to receive the 
multicast session when the program is not in the multicast list. 

The OLT and vDPoE system/vCM may report viewership and network related statistics to the EMS/NMS 
via ossi interface. These reports along with other information from the multicast server and controller may 
be used for orchestration of resources and services as well. 

Southbound controller interfaces may be based on legacy protocols such as SNMP/CLI and/or may use 
new protocols and data models such as Network Configuration Protocol (Netconf)/YANG models, 
OpenFlow interfaces. Northbound controller interfaces may use similar interfaces and/or HTTP based 
Application Program Interfaces (APIs) to the application layer. 

4.2. IPTV Multicast over DAA PON Architecture with Remote OLT 

 
Figure 10 - Simplified M-ABR Architecture over EPON R-OLT Access Network 
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Figure 10 shows another example with multicast ABR delivery for linear video over DAA PON 
architecture with remote OLT. Some cable operators may opt to deploy a remote OLT connected to a 
virtual router per criteria discussed in [1]. In this case, R-OLT may be a Layer 2 device connected to a 
virtual router (data interface 7) that forwards unicast video delivered from CDN/edge cache (data 
interface 3) or multicast video delivered from multicast server (data interface 2). A vRouter controller 
configures and manages vRouter virtual function (control interface 9). A R-OLT controller configures and 
manages the R-OLT for initialization and run-time non-DPoE operations (control interface 8). Depending 
on the functionality distribution, the multicast controller may communicate with R-OLT controller and 
vDPoE System/vCM (control interfaces 3,2) to control multicast QoS or other functions. 

The data and control plane flows are similar to the architecture described in the previous section. Since 
the router is not integrated in the R-OLT, IGMP/MLD membership and replication functionalities may be 
distributed among these components based on physical and virtual element capabilities and resource 
utilization efficiency. For example, R-OLT can process the dynamic multicast membership, and request 
the session from vRouter only when this is the first request in the R-OLT using IGMP/MLD proxy 
functionality.  

5. Conclusions 
Cable operators have been considering new architecture options in access networks, video services, and 
back office systems. EPON is one of the preferred access network technologies to accelerate the 
migration to an SDN/NFV enabled IP video architecture while providing a future-proof platform. Both 
centralized and distributed 10G EPON access network options may support new IP video architectures. 
Depending on the cable operator’s current and future requirements, headend or remote OLT architectures 
may be integrated with IP video systems under an umbrella SDN/NFV architecture. This requires cross-
product groups (e.g. video delivery and access network groups) to cooperate more closely to reuse 
common platforms and interfaces, maximize the interaction among network and service elements, and 
enable an integrated service assurance and resource management. Therefore migration strategies will 
require not only adopting new network technologies but also new partnerships, processes, and integration 
methodologies.  

Although access agnostic systems may be future targets for cable operators, the migration strategy will 
include end-to-end management and control with backward compatibility. Some integration functionality 
may be first deployed with vendor specific elements and interfaces for the existing components while 
standards and open architecture based elements and interfaces may be defined for new components.  

We provided some example architectures and defined functionalities for an EPON based IP video 
architecture to investigate migration options and provide insights on IPTV multicast design. Having the 
control plane separated from access and video delivery elements and virtualizing data plane will enable 
service and resource orchestration to optimize the system performance and to create, modify, and delete 
service chains. Although silos are broken in such an end-to-end IP video architecture, a more dynamic 
system that co-exists with legacy networks will increase the complexity. Vendors that have extensive 
experience on existing operations may help to find solutions to decrease this complexity during the 
migration. 
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6. Abbreviations and Definitions 

6.1. Abbreviations 
ABR adaptive bit rate 
ASF aggregated service flow 
BSS business support system 
CAA centralized access architecture 
CALEA communications assistance for law enforcement act 
CDN content distribution network 
CIR committed information rate 
CLI command-line interface 
CoS class of service 
CPE customer premise equipment 
CWDM coarse wavelength division multiplexing 
DAA distributed access architecture 
DBA dynamic bandwidth allocation 
DC data center 
DHCP dynamic host configuration protocol 
DOCSIS Data-Over-Cable Service Interface Specification 
DPoE DOCSIS provisioning of EPON 
DS Downstream 
DSCP differentiated services code point 
DVR digital video recorder 
DWDM dense wavelength division multiplexing 
EMC embedded multicast client 
EMS element management system 
eOAM  extended operations, administration, and maintenance  
EPON Ethernet passive optical network 
FCAPS fault, configuration, accounting, performance, security 
GC group configuration 
GQC group QoS configuration 
GSF group service flow 
HFC hybrid fiber-coax 
HD high definition 
HTTP hypertext transfer protocol 
Hz Hertz 
IGMP Internet group management protocol 
IPDR Internet protocol detail record 
IPTV Internet protocol television 
ISBE international society of broadband experts 
LLID logical link identifier 
LI lawful intercept 
M-ABR multicast adaptive bit rate 
MAC media access control 
MC multicast controller 
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MDU multi dwelling unit  
mLLID multicast logical link identifier 
MLD multicast listener discovery 
MLSR multi-layer switch router 
MPCP multi-point control protocol 
MS multicast server 
nDVR network digital video recorder 
NFV network function virtualization 
NMS network management system 
NNI network to network interface 
NORM NACK-oriented reliable multicast 
OAMP operations, administration, maintenance, and provisioning 
ODN optical distribution network 
OLT optical line terminal 
ONU optical network unit 
OSS operations support system 
OTT over the top 
PHY Physical 
PNF physical network function 
PON passive optical network 
R-OLT Remote optical line terminal 
QoE quality of experience 
QoS quality of service 
S-ABR smart adaptive bit rate 
SCTE Society of Cable Telecommunications Engineers 
SD standard definition 
SDN software-defined networking 
SF service flow 
SNMP simple network management protocol 
TM traffic management 
TPID tag protocol identifier 
ToS type of service 
UHD ultra high definition 
US Upstream 
vCM virtual cable modem 
VNF virtual network function 
VLAN virtual local area network 
VOD video on demand 
vRouter virtual router 
WFQ weighted fair queueing 
WRR weighted round robin 
WRED weighted random early detection 

6.2. Definitions 
 
10G EPON EPON as defined in [802.3ah], now part of [802.3]. 
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Adaptive Bit Rate A streaming video technique where Players select between multiple bit 
rate encodings of the same video stream. 

Access Network The PON network between the Gateway/ONU and the OLT. 
Content Distribution Network A network designed to minimizing latency by distributing network 

objects onto geographically diverse servers 
Downstream Information flowing from the hub to the user 
Embedded Multicast Client The function embedded in the Gateway which joins multicast groups 

and receives multicast content. 
EPON Operations and 
Maintenance Messaging 

EPON OAM messaging as defined in [802.3] and [DPoE-OAMv2.0] 
 

Gateway A customer premises device which facilitates delivery of video, data 
and other services 

Headend The central location on the cable network that is responsible for 
injecting broadcast video and other signals in the downstream 
direction 

IP Multicast A delivery mechanism whereby IP packets can be transmitted 
to/received from devices that have explicitly joined a multicast group. 

Linear TV A continuous content stream from a provider, e.g., a broadcast 
television network. 

Multicast Controller A device which controls what channels are provided via multicast. 
Multicast Server A device which delivers content via multicast 
Orchestrator Coordinates one or more controllers to provide end-to-end service. 
SDN Controller Device manager that implements some or all of the device control 

plane as well as manage device configuration. 
Service flow A unidirectional flow of packets from the upper layer service entity to 

the RF/Optical PHY with pre-defined QoS traffic parameters 
Upstream Information flowing from the user to the hub 
YANG YANG is a data modeling language used to model configuration and 

state data manipulated by the Network Configuration Protocol 
(NETCONF). 
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1. Abstract 
Video quality is a key differentiator of video encoder and decoder devices. Video quality evaluations 
usually require hours of viewing various video test streams and test patterns per a designated device. 
These evaluations are performed by skilled Golden Eye video experts. The results are highly subjective 
and biased to the particular Golden Eye’s perspective. This paper describes the integration of Mean 
Opinion Score (MOS) techniques to augment the video quality evaluations of settop box (STB) devices.  
A framework for these evaluations is discussed along with enhancements to improve the overall video 
quality process. The process is explained through the evaluation of a WI-FI STB. This framework 
integrates any MOS device or devices of choice providing a method of objective automation which 
improves both the efficiency and consistency of the evaluations.  

2.  Introduction 
Automated methods to evaluate visual quality of digital video as perceived by the human eye have gained 
importance in the industry due to the large number of digital video applications consumed by viewers. 
Digital video is often edited and passes through several decompression and compression stages before it 
reaches the viewer. These processing stages usually degrade the video quality. Furthermore, the 
application of Internet Protocol (IP) video along with WI-FI distribution can impose additional 
degradations and artifacts. Quality of service (QoS) and quality of experience (QoE) play a key role in 
determining the overall quality of video. Together, they measure the quality of the service delivery and 
the service’s overall user experience. The term QoS with regards to this paper should not be confused 
with Class of Service that assigns a given priority to a service within a network. QoS in this context 
measures the transmission of bits from the source to the destination. QoE quantifies the user experience as 
consumers view video and listen to audio. For the purposes of this paper, QoE will focus on video 
viewing [1]. 

QoS metrics are a fundamental prelude to QoE metrics. With regards to QoS, packet loss, buffer 
overflow, and buffer underflow produce macroblocking, blackouts, and frozen screens. Such artifacts 
result in significant impact to the viewer experience. QoS artifacts are usually the result of network (NW) 
transmission issues such as dropped packets. An important point to note is that video decoder devices 
vary in their response to defective content. Some decoders successfully employ error correction to 
minimize transport errors. Similarly, encoders take advantage of the MPEG group of pictures (GOP) 
structure and sometimes minimize transmission artifacts to a single frame interval.  

Video frames are partitioned into GOP’s where certain frames contain most of the video detail and serve 
as reference frames (“I” and “P” frames).  The subsequent frames and slices use the reference frames to 
create “B” frames based on the video changes or deltas. If a reference “I” frame is dropped, it has a 
greater impact on the viewer’s QoE than if a “B” frame is dropped. Dropped “I” or “P” frames can 
produce artifacts for many frame intervals and can cause packet buffer overflow or buffer underflow 
conditions which certainly have significant impact on the user experience. A loss of an “I” frame causes 
all frames until the next “I” frame to be lost. A loss of a “P” frame affects the quality of all frames from 
the current “P” to the next “I” frame. A loss of a “B” frame affects only the current “B” frame. 

In addition to network transmissions errors, many artifacts can be caused by the video encoding or 
transcoding process. Typically, content is received from the programmer and re-encoded and then 
groomed during ad insertion by the service provider before broad distribution. Macroblocking and video 
smearing, for example, can be caused by substandard encoding or transcoding. These artifacts result due 
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to high quantization and deficient motion estimation. QoE tools can inspect the integrity of the MPEG 
structure and determine the severity of potential video lossiness.  During the video transmission, several 
indicators can be analyzed for QoE such as available bandwidth, bitrate, quantization, video resolution, 
and GOP structure [1].  

While all the bits and bytes can be correct according to the MPEG syntax, the resulting video can still be 
poor regardless of how well it is transcoded due to the poor quality of the original content. To truly 
measure video quality, more is required rather than just performing MPEG analysis. As a result, 
researchers have developed perceptual quality metrics that mathematically model human vision to 
determine the video quality. Perceptual quality analysis (PQA) instills objective measurement of video 
quality when compared to the subjective nature of Golden Eye viewing. It utilizes low pass filtering to 
simulate human vision and is performed on decompressed video pixels as observed by a normal viewer. It 
is applied after the last stage of the video pipeline following all video post-processing (i.e. scaling, de-
interlacing, and graphics). Intermediate variables are sometimes calculated and combined into a relative 
score which represents the human viewing experience.  

3. Video Quality Parameters and Measurement 
Golden Eye experts have defined a number of Video Quality parameters to subjectively grade 
colorfulness, blur, contouring, frozen video, noise, jerkiness, black screens, blockiness, scene complexity, 
and motion complexity [2]. Many of these parameters are not coupled to any particular video output 
resolution or input video encode style. A few of these parameters, however, are more useful with regards 
to evaluating advanced video features. Such metrics are based upon real world experiments where trained 
video personal have watched numerous videos, scored the quality, and rated the associated artifacts. 
Various types of video content along with test patterns are studied and viewed for many iterations. 
Artifacts, for example, are recorded for blur, frozen video, jerkiness, black screens, and blockiness. These 
parameters are then compiled into a final grade. Similarly, PQA tools can mathematically compute a 
subset of these parameters and derive a mean opinion score (MOS). The MOS provides a single value 
which assesses video on a scale (usually 1 to 5). Some PQA tools represent the scores from 0 to 500 or 
even 0 to 100. The following list of video quality parameters and definitions are itemized below. They 
have been assembled from several PQA tools. 

• Spatial Complexity is derived from the differences between the edge energy in a video frame. 
Spatial energy increases proportionally to scene detail. Very low edge energy indicates blurring 
or smearing, while extremely high edge energy indicates spatial edge noise, block distortion, 
tiling, or noise. This parameter is particularly useful when evaluating the intricacies of the content 
regardless of resolution or encode classification (i.e. MPEG2, H.264, or HEVC). An example of 
spatial complexity is depicted in Figure 1. 
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 Figure 1 - Sample Pictures with low/high Spatial Complexity 

• Temporal Complexity measures the motion energy between video frames. Video with high 
motion activity (e.g. sports content) or a large number of scene splices have greater temporal 
complexity. Video with little motion activity (e.g. news, static images) have low temporal 
complexity [2]. Similar to spatial complexity, this parameter is also valuable when assessing the 
content. It pertains to all encode types and all video output resolutions from standard through 
ultra-high definition (UHD). 

• Blockiness is a defect where the edges of blocks or rows of blocks are seen as a checkerboard-
like or grid-like pattern. This is the most common artifact which is viewed, and it applies to all 
encode types and video resolutions. It is most noticeable during action scenes with complicated 
movements. It also occurs for low bitrate content. Blockiness can result from transmission errors, 
decoder or encoder errors. An example of blockiness is illustrated in Figure 2. 

 
Figure 2 - Sample Pictures With High/Low Blockiness 

• Jerkiness is a defect where either video stops suddenly and resumes, or motion does not 
transition smoothly. Inadequate buffer size or poor motion estimation are often the culprits to this 
artifact. It affects all video resolutions and encode types. 

• Frozen Video is distinguished from jerkiness by repetition of a full frame of video over a given 
time interval, approximately 5 to 15 seconds. This artifact normally occurs during severe 
transmission errors which are too difficult to conceal. This artifact occurs across all resolutions 
and encode types. 

• Blackout is full frames of black video occurring over a time interval of approximately 5 to 15 
sec.  Blackouts occur naturally in content during scene splices. However, they can also be 
introduced by video decoder error concealment due to transmission loss, ad insertion, buffer 
underrun, and buffer overrun conditions. 
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• Blurriness is the loss of fine detail and the smearing of edges in the video. It usually arises due to 
low pass filtering of high frequency content prior to or during the encode process. Blurriness is 
common when viewing interpolated standard definition (SD) video scaled to an HD television. 
Similar to blockiness, blurriness applies to all encode types and video output resolutions. An 
example of blockiness is illustrated in Figure 3. 

  

Figure 3 - Sample Pictures With Low/High Blur 

• Mosquito Noise appears as random speckles on an otherwise smooth surface. High frequency 
distortions occur in the form of spurious pixels. Mosquito noise is a lossy compression artifact 
which occurs due to high quantization regardless of video output resolution or encode type. An 
example of noise is illustrated in Figure 4. 

 
Figure 4 - Sample Picture With Mosquito Noise 

• Haloing or Ringing is typically seen around areas of high contrast such as sharp lines, text edges, 
and graphics. Sometimes the graphic appears to extend into the background. Haloing can 
manifest itself as smaller details in graphics appearing to soften the edges. Like mosquito noise, it 
is a byproduct of the compression process. An example of haloing is illustrated in Figure 5. 
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Figure 5 - Sample Pictures With Haloing 

• Contouring or Banding is a defect where abrupt changes between shades of the same color 
create color bands instead of a gradual change.  It results from an implementation of low 
precision in the encode/ decode process. This can be seen in scenes with high degrees of smooth 
color with a gradual change in contrast such as sunsets, dawns, or clear blue skies.  Contouring is 
most noticeable for high dynamic range (HDR) content where 10 to 12 pixel values are essential 
to the video quality. By increasing the pixel precision in both the encode and decode processes, 
this artifact can be easily managed. An example of contouring is illustrated in Figure 6. 

 
Figure 6 - Sample Pictures With High/ Low Contouring 

• Pumping or Breathing is a defect where the video or portions of the video appear to pulse at a 
regular frequency.  This is typically seen in large areas of smooth neutral colors.  In many 
scenarios it occurs during the “I” or IDR frames of large GOP’s. Subsequent “P” and “B” frames 
tend to degrade in quality due to the compression process. Like many of the other parameters, this 
artifact occurs regardless of video output resolution or encode type. When the next “I” or IDR 
frame occurs at the beginning of the next GOP, a sudden pulse in quality occurs. 

• Colorfulness measures the level of color intensity of the video. It quantifies the range of color 
and determines if color saturation has occurred. This metric is a valuable tool for assessing wide 
color gamut (WCG) especially as video transitions from BT.709 to BT.2020. 
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PQA tools use various subsets of the parameters described above which are pertinent to their algorithms 
for calculating MOS scores. These tools apply human vision model calculations to interpret the 
interaction between various artifacts. The parameters or artifacts first are prioritized. The higher 
prioritized artifacts usually mask those of lower priority. The time interval of each parameter is also taken 
into consideration. A higher scored artifact over a shorter interval can be commensurate to a lower scored 
artifact over a longer time interval. Two major categories of PQA tools exist. They will be discussed 
briefly for background purposes only. The first is categorized as Non-referenced. Most Non-reference 
based tools incorporate the psychophysical features of the human vison model as parameters described 
above which perform a bottom up approach to measuring video quality. Non-referenced MOS tools 
evaluate video without any knowledge of the pre-encoded video or any of the network statistics. They 
operate on only decoded video pixels with no relevance to the input video. 

In contrast, Referenced and Reduced Referenced based MOS tools rely on designated video content 
usually of pristine quality. Reduced Reference relies on minimal reference to the input video source 
content whereas Reference fully relies on the input video source content [3]. The designated referenced 
content can be a high quality raw source video or lightly compressed (high bitrate) MPEG content 
(ProRes). The referenced based tools most often measure the video quality using either difference mean 
opinion score (DMOS) or just noticeable differences (JND) algorithms where the output video of a device 
is compared to its input video. For a successful comparison, the input and output video must be both 
temporally and spatially aligned. DMOS incorporates a structural similarity model (SSIM) algorithm. 
SSIM is based on a top down approach where structural information of video scenes from the input and 
output videos are isolated and compared for structural similarity [4].  

SSIM, for example, focuses on luminance differences regarding brightness and contrast. It also performs 
correlation between the input and output video luminance patterns. Higher degrees of structural similarity 
provide a good indication of perceived video quality. JND, on the other hand, relies on comparisons 
between pairs of images within the input and output videos respectively. These image comparisons are 
quantified into perceptual differences with regards to luma and chroma values. These differences are 
examined as impairments which have been introduced into the output video. The impairments ultimately 
produce lower video quality scores as perceived by viewers. In order for both of these algorithms to be 
successful, prior knowledge of the video content before any subsequent processing is required [5]. 

4.  Video Quality Framework 
Non-referenced and Referenced MOS tools each have their advantages and disadvantages. Non-
referenced tools usually utilize well understood psychophysical parameters such as blockiness, blur, and 
noise. Non-referenced tools are also easier to automate. The main disadvantage is that psychophysical 
parameters are highly non-linear, and the video images are often quite complex. The parameters are 
usually implemented in a somewhat linear manner since they are based on spatial edge energy and 
temporal energy between pixels. As a result, the measurements can be inconsistent over multiple 
executions. The advantage of Referenced tools is that the intricacies of the input video are very well 
understood. Mathematical calculations are more deterministic and consistent by nature. The major 
disadvantage of Referenced base tools, however, are that they are more difficult to automate. Referenced 
based tools are primarily designed for file based analysis. Capture of pixels from an HDMI output and 
integration to the file based analyzer can be challenging. Although a framework can be implemented to 
use either Referenced or Non-referenced based tools, this paper proposes a framework which integrates 
some of the concepts of a Referenced based MOS tool and applies them to a Non-referenced MOS tool in 
an automated manner. 
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The overall objective of a Video Quality Framework (VQF) is to augment and reduce the level of Golden 
Eye visual analysis. Golden eye analysis is very time consuming and subjective in nature. It can be very 
inconsistent at times due to human error. The integration of MOS tools into the video analysis process 
impose a level of objectivity to the effort. The VQF must provide a consistent user interface and be tool 
agnostic as MOS tools evolve in the future. The VQF cannot be tightly coupled to any one tool and must 
be easy to adapt in the future. It must incorporate automation as the backbone of its utilization in order to 
minimize the time and level of manual effort. Automation becomes essential to cost reduction of the QoE 
validation process. The VQF must instill thresholds to establish pass/ fail criteria for validation. Analysis 
must be persistent across many STB’s. Results from different dates and different devices must be easy to 
access and compare. To achieve adequate comparisons, the results between various tools and devices 
must be coherent. Finally, the VQF must account for user and tool error conditions. A VQF architecture is 
illustrated in Figure 7 below. 

 
Figure 7 - VQF Firmware Architecture 

The VQF FW architecture partitions into the following four modular layers: Presentation, Database (DB), 
Service, and Control. The Presentation layer consists of a User Interface (UI). The Presentation Layer 
hosts a web portal where the user can initiate video quality job requests and graphically view execution 
reports. The user can select to queue jobs or view archived results. While queueing a job, the user enters 
additional information which is stored in the DB such as STB type, video content criteria, and tool 
specific parameters. In addition to storing and maintaining job related information, the DB layer also 
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stores PQA parameters such as MOS, Jerkiness, Blockiness, and Blurriness. The DB offers persistence 
which is vital for archiving purposes. In addition to the Presentation and DB layers, the Service layer 
provides individual adaptors to communicate with designated MOS tools.  

An adaptor acts as an interface to the tool. It synchronizes the tool and works closely with the tool’s 
internal scripts and configuration files to evaluate the selected content. It monitors the tool’s execution 
state and collects all PQA results by job completion. The adaptors simplify the insertion of new MOS 
tools and the removal of obsolete MOS tools. The Control layer acts the glue between the other layers and 
manages an execution state machine for the VQF. It interfaces with the Presentation and DB layers to 
enqueue jobs. It interacts with the Service layer to dequeue jobs, and collect the results. It incorporates an 
analytics and rules engine to process the results, and eventually archive them into the DB for future 
viewing as graphical plots via the Presentation layer. 

5.  Video Signatures 
The VQF provides a mechanism to employ automated MOS scoring. The integration of Non-reference 
PQA tools maintains an overlap and comfort level with Golden Eye analysis since it uses many of the 
same psychophysical parameters to describe processed artifacts which are normally observed at the 
device output video. To create a reproducible environment which evaluates the video quality of various 
STB devices on a continual basis, it is imperative to characterize the input video similar to how it is 
applied by Referenced based MOS tools. The application of known video content establishes meaningful 
comparisons of different video decoder devices. While performing MOS analysis, it is also effective to 
incorporate video genres from various categories such as shopping, news, action films, high spliced, and 
sports. Finally, in order to further guarantee repeatability and automation, the sampling interval for the 
collection of PQA data should be determined and fixed.  

PQA data can be collected in intervals based on number of frames, number of seconds, or number of 
minutes. A single frame interval is effective for evaluation of encoder devices when determining the 
allocation of bits per a frame. For STB evaluations, GOP or fragment intervals provide relevant data with 
regards to both commercial significance and analysis of the user experience. By establishing a given PQA 
tool, designated input stream, fixed sampling interval, and selected output resolution, the collected PQA 
data can be combined to create a unique signature for a designated STB video decoder device. This 
signature is statistical by nature since PQA data is statistical.  The signature becomes a reference or finger 
print for future comparisons of devices under test. The signature incorporates a similar concept to the 
reference used by Reference MOS tools. This capability is built into the VQF analytics engine where data 
collected from a Device under Test (DUT) is compared to the previous baselined signature. As a result, 
changes to video quality can be objectively quantified. Acceptable thresholds for video quality can also be 
established. Quality assurance (QA) teams can repeatedly implement this process to validate video quality 
for either SW or HW upgrades to existing devices and impose a pass/fail criteria. 

The VQF offers a structure to automate video quality analysis. The integration of signatures enables 
repeatability, and the application of thresholds facilitate pass/ fail criteria. However, consistent signature 
creation and repeatable job executions can be challenging to achieve. First of all, HDMI probes can 
experience problems synchronizing the output video and capturing data on a consistent basis. The same 
probe devices used in different environments can also have slightly different calibrations. The sampling 
interval can also have a significant impact on captured HDMI pixels if the rate is too high. Higher 
sampling rates create more accurate signatures, but 0.5 and 1 sec sample rates often produce erratic 
HDMI captures. As a result, the Non-referenced MOS tools will calculate inconsistent results at particular 
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time intervals for certain parameters over multiple executions. The Blockiness parameter, for example, is 
the most compromised due to its sensitivity to edge gradient deltas. The type of video content can also 
exasperate the consistency issue especially with regards to high motion sports or action scenes. 

Although inconsistency exists with Non-referenced MOS tools due to HDMI capture challenges, the VQF 
analytic engine can perform operations to improve the signature creation. The analytics engine utilizes the 
Nyquist sampling rate and appropriately decimates the captured data. The data is decimated according to 
GOP or IP video fragment time intervals. The analytics engine also correlates results from several 
iterations and removes outliers between multiple iterations. It assimilates the results of these operations 
and combines them into a single signature. An example of an analytics engine enhancement process is 
depicted in Figure 8below. 

 
Figure 8 - VQF Analytics Engine Signature Enhancement 

The analytics engine steps from Figure 8 are described as follows. This example uses 8 minutes of video 
content.  It collects data on 1 second intervals and decimates it to 2 second samples matching the GOP/ 
fragment MPEG structure. 

1. Collect MOS scores from 5 consecutive iterations using 1 sec samples. Iterations should be from 
separate probes (same probe type) in different environments using a designated video decoder 
STB and well known video content. 

2. Appropriately low pass filter results from each iteration and decimate to desired interval in 
seconds. For the 8 minute content, 2 second intervals were chosen. 

3. Correlate 5 iterations 
4. Select 4 best correlated iterations. 
5. Perform Mode computation of 4 iterations and use mode value if the mode count is at least 2. 
6. Perform standard deviation of MOS results per a time sample. 
7. Perform standard deviation of Blockiness results per a time sample. Blockiness results are the 

greatest source of MOS inconsistencies. 
8. Remove outliers by applying thresholds to MOS and Blockiness standard deviation results. 
9. Apply Gaussian filter on intervals where mode values were not selected. 
10. Combine filtered results and mode values into a signature. 

The process described above is applied to both the baseline and DUT signatures. The baseline signature 
must be well understood and validated with respect to the input video content. The increases and 
decreases in the results should be justified. By using a consistent signature process meaningful 
comparisons can be quantified between the baseline and DUT’s. 
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6.  WI-FI STB Evaluation 
A credible method for obtaining signatures in relation to designated video content and video decoder 
devices is a crucial element of the VQF analytics engine. The VQF analytics engine offers flexibility 
which increases the number of use cases for a VQF automated environment. An example of such an 
environment is illustrated in Figure 9 below. For this example, two different WI-FI STB’s are evaluated 
and compared for their video quality. The video quality analysis is performed by two similar Non-
referenced HDMI probes in separate environments. The assessment is executed on two different STB’s 
simultaneously.  

The VQF interfaces to both HDMI probes. It controls the entire evaluation process and extracts the results 
from each probe. The results are computed by the analytics engine into individual signatures for 
comparisons. The selected video content for this evaluation is IP and employs Adaptive Bitrate (ABR) 
which is encoded in H.264 at 3.5 Mb/s, 1.2 Mb/s, 750 Kb/s, and 500 Kb/s. The video consists of 
shopping, live news network, action movie, and home/ garden segments which are seamlessly spliced 
together. Each segment is approximately 2 minutes in length. The input resolution of the video content 
varies according to the ABR, and the output resolution of each STB is assigned to 1080i30. Samples were 
collected at 1 second intervals and decimated to 2 seconds which represents the video content fragment 
structure. The WI-FI distribution of video is later degraded by adding iPerf traffic, using an FTP server 
which is connected to the video gateway via Ethernet. 

 
Figure 9 - VQF Evaluation Environment 

Using the WI-FI video STB environment above, two separate measurements are performed. The first 
measurement establishes a baseline where iPerf is adding no traffic data to the WI-FI transmission. The 
highest ABR input resolution transport stream of 3.5 Mb/s is transmitted. The first STB with an ID of 
3501 is located directly underneath the video gateway. The second STB is located 15 ft. to the right of the 
gateway. A key point to consider is that separate probes with slightly different calibrations are used along 
with two different STB’s which were sampled from different skews. A comparison of the two baselines is 
depicted in Figure 10 below. 
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Figure 10 - VQF STB Baseline MOS Results 

First, a little insight into the relationship between the video content and the baseline signatures needs to be 
understood. The shopping content occurs over the first 120 samples. A dip occurs where the splice point 
transitions to the news content. The shopping content has high contrast and small areas of high spatial 
detail. Motion is basically non-existent so this content is relatively easy to encode and decode, resulting in 
high MOS scores. The particular segment of news content has many scene splices, intricate detail, and a 
moving ticker scroll across the bottom. Due to the high spatial and motion complexity, a sharp transition 
point occurs at sample 120, and the MOS scores are noticeably lower. It is obviously more challenging to 
encode and decode this content. The next transition point occurs at sample 240 denoting action film 
content. The motion complexity increases, and the spatial detail decreases. As a result, the splice point is 
not as sharp and the MOS scores increase a little. Similarly, the splice point is not as sharp around sample 
360 where the home and garden content begins. The home and garden content consists of high spatial 
detail and considerable splice scenes for kitchen content. The MOS scores continue to dip as the scene 
splices occur in rapid succession. 

With regards to this specific content, the signatures are credible. It is observed that the signatures 
correlate well at 88%. The overall video quality MOS scores are very good with an average in the upper 
300’s. Another point to note is that the standard deviations are about 9% of the total scale indicating good 
overall video quality consistency. No jerkiness exists, and the blockiness is very low which is expected 
for H.264 encodes which employ a de-blocking algorithm. The impact of the motion during the last three 
video segments is attributed to blurriness as depicted in Figure 11. Once again, the artifacts between the 
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two STB’s correlate well. Differences can be associated to variances in the probe calibration, dithering of 
the STB’s, and orientations of the devices with regards to WI-FI transmission. 

 
Figure 11 - VQF STB Baseline Blur Results 

Once the baselines have been confirmed, the next step is to evaluate the impact of degradations to video 
due to WI-FI network traffic. To accomplish this, the STB’s have been equipped with iPerf. 
Approximately 141 Mb/s of additional data is transmitted on the same channel as the original H.264 video 
bitstream. This use case is executed by the VQF and results are collected again. The new DUT signature 
is generated and compared to the original baseline signature which persists in the DB. The comparison of 
STB 1 which is located directly below the gateway is illustrated in Figure 12, Figure 13, and Figure 14 
below. The original baseline has the ID of 3501, and the DUT has the ID of 3505. 

As can be observed from Figure 12, the signatures still correlate well at 86.7%. The video impairments 
which occur can be categorized as modest. The additional traffic causes a reduction in the ABR input 
resolution. Differences in video quality start to become obvious with this particular HDMI probe when 
the MOS decreases by greater than 25. The degradation becomes more perceivable if the decrease 
continues for more than 2 consecutive samples. The artifacts in the graphs are evident between samples 
150 to 200 (during the news segment) and after sample 350 (during the home and garden segment). The 
shopping and action film segments hold up very well overall. The artifacts can be associated to an 
increase in jerkiness and blockiness as illustrated in Figure 13 and Figure 14. Jerkiness and blockiness 
artifacts start to become noticeable when their values experience increases greater than 5 with regards to 
the respective baselines. It just so happens that these two artifacts have a greater negative affect on the 
overall user experience especially if they persist over time. The home and garden content is impacted by 
both of these artifacts whereas the news content is more impacted by jerkiness.  
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Figure 12 - VQF STB 1 Baseline and DUT MOS Comparison 
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Figure 13 - VQF STB 1 Baseline and DUT Jerkiness Comparison 

 
Figure 14 - VQF STB 1 Baseline and DUT Blockiness Comparison 

The comparison of STB 2 which is located approximately 15 ft. away from the gateway is depicted in 
Figure 15, Figure 16, and Figure 17 below. The original baseline has the ID of 3502, and the DUT has the 
ID of 3504. Once again a decrease in ABR video input can be attributed to the increased WI-FI traffic. As 
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indicated by the statistics, the correlation has a noticeable drop off due to the increased distance from the 
gateway. The video quality can be categorized as poor in certain segments. The average MOS has 
decreased by just over 25, and a noticeable increase has occurred in the standard deviation. The jerkiness 
and blockiness have increased considerably. The overall blur has slightly decreased due to the masking by 
the blockiness since it has higher priority over blur for this particular HDMI probe. The shopping content 
holds up well again due to the lack of complicated video characteristics. The action film, however, starts 
to experience noticeable degradation near its endpoint (between samples 300 and 360). This is not too 
surprising due to the motion characteristics of this content. Both the news content (between samples 175 
to 240) and the home and garden content (after sample 360) also suffer greater degradations. The 
jerkiness artifacts have great impact as illustrated in Figure 16 during those highlighted sample intervals.  
Similarly, the blockiness artifacts also cause considerable impact to the user experience as depicted in 
Figure 17. The distance coupled with the increased WI-FI bandwidth combine to have greater impact on 
the user experience. 

 
Figure 15 - VQF STB 2 Baseline and DUT MOS Comparison 
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Figure 16 – VQF STB 2 Baseline and DUT Jerkiness Comparison 

 
Figure 17 - VQF STB 2 Baseline and DUT Blockiness Comparison 

The comparison of the two DUT’s is depicted in Figure 18 below. When referring to the baseline 
comparison in Figure 10, STB2 had a slight advantage in video quality according to the MOS graph. 
However, when the data traffic was increased by iPerf, the video quality for STB 1 is now better as 
indicated by the average MOS and standard deviation values. Although the two STB’s still correlate well 
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at 82%, the jerkiness artifact is slightly higher and the blockiness artifact is noticeably higher. These 
artifacts are reflected in the MOS graphs between samples 150 and 240 (news content) and after sample 
350 (home and garden). The major difference between the two STB’s relates to their orientation and 
distance from the video gateway device. More use case scenarios can be executed to further characterize 
the WI-FI device in an ABR environment. In this designated use case, the VQF offers high value when 
characterizing WI-FI STB video devices. It is particularly powerful when other WI-FI parameters such as 
WI-FI signal strength, modulation scheme, distance, orientation, and transmitted error packets are 
characterized in conjunction with these video parameters. This just highlights one example of an 
application of an automated VQF environment. 

 
Figure 18 - VQF STB DUT MOS Comparison 

7. Conclusion 
Video quality is a major differentiator when characterizing STB devices since it plays a significant role in 
determining the overall user experience. In coordination with Golden Eye analysis, automated video 
quality evaluations provide a level of objectivity to the entire process and offer a reduction in both the 
manual analysis and the cost of validation. A natural transition exists between Golden Eye analysis and 
many Non-referenced based PQA tools. The Non-referenced PQA tool incorporates many of the same 
parameters which are diagnosed by Golden Eye experts. These parameters help quantify the impact of the 
video encode and decode process with regards to the user experience.  They correlate the relationship 
between QoS and QoE and seamlessly incorporate them into the video quality process.  
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In order to augment Golden Eye analysis, a VQF is proposed which integrates automation into the 
evaluation methodology. It borrows the concepts of known video input content and improved consistency, 
which are often associated with Referenced based tools, and applies them to Non-referenced based tools. 
The VQF offers flexibility to interface both Referenced and Non-referenced PQA tools through its 
Service layer using various adaptors which control the individual PQA probes. A common user interface 
is employed regardless of the PQA probe to enqueue jobs and view results. An analytic and rules engine 
is implemented which assimilates the video parameters. It performs operations on these parameters and 
generates signatures from designated HDMI probes which can be used concurrently in different 
environments. The resulting signatures act as a reference for Non-referenced based PQA probes. Because 
of the addition of MOS PQA tools, the VQF transforms the subjective Golden Eye process into an 
objective means for characterizing STB’s.  An example of the characterization for a Wi-Fi STB device is 
described in the previous section. A few other use cases which have been implemented in the VQF are 
listed below. 

1. Comparisons between competing STB devices. 
2. Measure video quality deltas based on established thresholds when new STB software revisions 

are about to be released. 
3. Measure video quality between competing camera products. 
4. Establishing encoding parameters for cameras to optimize tradeoffs between storage and video 

quality. 
5. Measure video quality before and after trick play. 
6. Compare video quality differences between MPEG2, H.264, and HEVC over various encoding 

parameters. 
7. Comparisons of IP video, linear video, and VOD generated content. 
8. UHD/ HDR comparison of decoded output to reference input streams using Referenced based 

PQA tool 

Finally, such a framework is not limited to just video quality. Based on the capabilities of the integrated 
tools, audio quality, data quality, and voice quality can also be measured. Signatures from the 
corresponding results can be created, stored in the persistent DB, and viewed for comparison. Thus, the 
VQF provides an automated solution which incorporates objectivity into the data analysis of many types 
of customer premise devices. 

8. Abbreviations 
ABR adaptive bitrate 
DB database 
DMOS difference mean opinion score 
DUT device under test 
GOP group of pictures 
HD high definition 
HDR high dynamic range 
IP Internet Protocol 
JND just noticeable differences 
MOS mean opinion score 
NW network 
PQA picture quality analysis 
QA quality assurance 
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QoE quality of experience 
QoS quality of service 
SD standard definition 
SSIM Structural Similarity Model 
STB settop box 
UI user interface 
UHD ultra-high definition 
VQF video quality framework 
WCG wide color gamut 
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1. Introduction 

Closed captions are an important part of TV programming and mandated by FCC rules for such factors as 
accuracy, synchronicity, completeness and placement. The current CEA-708 standard for closed captions 
is significantly more complex than the previous 608 captions and much can go wrong. To keep the FCC 
at bay, it’s important for content distributors and video service providers to have tools on hand to look at 
captions deeply enough to identify the root cause of problems. 

2. New Closed Captioning Rules 

In 2014 the FCC set new, improved rules for TV closed captioning to ensure that viewers who are deaf 
and hard of hearing have full access to programming. These rules were intended to solve concerns about 
captioning quality and provided much-needed guidance to video programming distributors and 
programmers.  

The FCC’s closed captioning rules(1,2) apply to all television programming with captions, addressing 
quality standards for accuracy, synchronicity (timing), program completeness, and placement of closed 
captions. To summarize, the new rules mandate that captions must be:  
– Accurate: Captions must match the spoken words in the dialogue and convey background noises and 

other sounds to the fullest extent possible.  

– Synchronous: Captions must coincide with their corresponding spoken words and sounds to the 
greatest extent possible and must be displayed on the screen at a speed that can be read by viewers.  

– Complete: Captions must run from the beginning to the end of the program to the fullest extent 
possible.  

– Properly placed: Captions should not block other important visual content on the screen, overlap one 
another, run off the edge of the video screen, or be blocked by other information. 

While the new rules apply to how the captions look on the screen, they do nothing to help with 
troubleshooting captions when there are problems and they start to violate FCC rules. This is where you 
need a set of tools that lets you look at captions deep enough to analyze the root cause of what is wrong 
with the captions – and avoid FCC fines. 

3. Current Closed Captioning 
Today we use CEA-708 captions for any HD program that is transmitted digitally and can be also used for 
SD programing, although this is not common. The 708 captions use the digital television closed caption 
or DTVCC channel and a 608 compatibility channel. 608 captions, which are commonly referred to as 
Line 21 captions, used to be the standard for closed captioning. The FCC rules(1,2) further state that to be 
counted as captioned DTV programming hours the broadcast DTV signal must include both CEA-708-B 
and CEA-608 caption data, as show in the waveform view in Figure 1.   
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Figure 1 - This shows how a waveform monitor can be used to confirm the presence of 

708 and 608 captions on the same DTV signal. 

The 608 compatibility channel is required for simple down conversion to SD from an HD program’s 708 
DTVCC captions. With 708 DTVCC captions being 10 times more complex than 608 captions, the set-
top box or other down conversion equipment may not have the computing power needed to down convert 
708 captions. In such cases, the device uses the 608 caption data embedded in the CEA708 DTV captions 
for the down converted video stream. 

4. Common Caption Problems 
Since 708 DTVCC caption data is much more complex than 608 caption data there is a lot more room for 
things to go wrong. One of the things that can happen to captions is that there is a splice into a 
commercial a couple of frames early that cuts off the clear command. In CEA-608 there is a provision for 
automatic caption erasure so the captions will not normally stay on the screen through the commercial, 
but in CEA-708 there is no such provision so in many cases the captions will stay on the screen statically 
through the entire commercial.  

CEA-708 captions use a windowed-based captioning system (text boxes on the screen). There are seven 
predefined window styles, each with 11 options, and seven predefined pen styles also with 11 options 
each. From eight to 22 colors are supported. Any of the 11 items in the predefined styles can be sent as a 
command to override the value in the predefined style item. This can lead to some very interesting 
captions when there is a data hit or some other glitch that changes one of the values in the captions.  

One of the common issues is changing the font color to black on a black background, meaning all you get 
is a black bar where the captions should be as shown in Figure 2. With the right analysis tool, such as a 
good waveform monitor, you can see the caption as shown in Figure 3 to quickly determine that there is 
actually text in the black bar as indicated by the red text to indicate the error and to help find the root 
cause of the caption not being visible.   
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Figure 2 - Black Text On A Black Background As Viewed On A Monitor 

 
Figure 3 - The black text that was hidden in the black background is now shown in red 
using a Tektronix waveform monitor allowing the operator to quickly fix the problem. 

Another common problem can be the visible command in the 708 DTVCC data that transfers data from 
the caption buffer when characters are coming in a few characters at a time. When all of a sentence or 
paragraph has been sent the visible command will transfer the data from the caption buffer to the active 
window. Most of the time when the 708 captions are missing but the 608 captions are intact, the visible 
command is not being sent for some reason as shown in Figure 4 and Figure 5.   

Many caption decoders respond differently when the visible command is missing. Some caption decoders 
will put the caption data on the screen as new caption data comes in while others rely on receipt of the 
visible command. As a result, it is not uncommon to get different results for the same caption issue based 
on how the caption decoder responds to the issue. Different models of devices respond differently to the 
same error condition even within the same manufacturer’s equipment.  
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Figure 4 - Analysis of 608 captions using a caption analyzer, such as the Tektronix 

MTS4EA 

 
Figure 5 - Analysis of missing 708 captions using a caption analysis tool 

5. Conclusions 
Addressing closed caption quality standards for accuracy, synchronicity (timing), program completeness 
and placement often requires eyes on screen to see when people are talking and that you are not covering 
up any part of the picture data that is important to context or the storyline.  But troubleshooting deeper 
issues requires a completely different toolset than what is required to create the video itself. This requires 
working with vendor partners who can offer a wide set of tools for ensuring your files have captions in 
place, the caption data being transmitted is intact and you can decipher the commands being sent and 
display the data. Having the proper toolsets will help you troubleshoot captions quickly and help keep you 
in good graces with the FCC.  
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